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Preface

This Lecture Notes in Computer Science (LNCS) volume contains the papers
presented at the Second International Workshop on Computational Forensics
(IWCF 2008), held August 7–8, 2008. It was a great honor for the organizers to
host this scientific event at the renowned National Academy of Sciences: Keck
Center in Washington, DC, USA.

Computational Forensics is an emerging research domain focusing on the
investigation of forensic problems using computational methods. Its primary
goal is the discovery and advancement of forensic knowledge involving modeling,
computer simulation, and computer-based analysis and recognition in studying
and solving forensic problems.

The Computational Forensics workshop series is intended as a forum for
researchers and practitioners in all areas of computational and forensic sciences.
This forum discusses current challenges in computer-assisted forensic investiga-
tions and presents recent progress and advances.

IWCF addresses a broad spectrum of forensic disciplines that use computer
tools for criminal investigation. This year’s edition covers presentations on com-
putational methods for individuality studies, computer-based 3D processing and
analysis of skulls and human bodies, shoe print preprocessing and analysis, nat-
ural language analysis and information retrieval to support law enforcement,
analysis and group visualization of speech recordings, scanner and print device
forensics, and computer-based questioned document and signature analysis.

In total, 39 papers from 13 countries were submitted to IWCF 2008, of which
19 (48%) were accepted. We appreciated the number of papers submitted as well
as the diversity of the topics covered. We regret that not all manuscripts could
be accepted for publication. The review process was a delicate and challenging
task for the Program Committee. All manuscripts were carefully reviewed by
three experts. We are especially grateful to the 19 members of the Program
Committee for their dedication, adherence to high standards, and timely delivery
of the reviews.

The organization of such an event is not possible without the effort and the
enthusiasm of the people involved. We thank all the members of the Local Orga-
nizing Committee. Our special thanks go to Eugenia H. Smith for coordinating
the entire organization of the event.

June 2008 Sargur N. Srihari
Katrin Franke
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Computational Forensics: An Overview

Katrin Franke1 and Sargur N. Srihari2

1 Norwegian Information Security Laboratory, Gjøvik University College, Norway
2 CEDAR, University at Buffalo, State University of New York, USA

kyfranke@ieee.org,
srihari@cedar.buffalo.edu

Abstract. Cognitive abilities of human expertise modeled using compu-
tational methods offer several new possibilities for the forensic sciences.
They include three areas: providing tools for use by the forensic exam-
iner, establishing a scientific basis for the expertise, and providing an
alternate opinion on a case. This paper gives a brief overview of compu-
tational forensics with a focus on those disciplines that involve pattern
evidence.

Keywords: Computational science, Forensic science, Computer science,
Artificial intelligence, Law enforcement, Investigation services.

1 Introduction

The term “computational” has been associated with several disciplines of hu-
man expertise. Examples are computational vision, computational linguistics,
computational chemistry, computational advertising, etc. Analogously a body of
knowledge and methods to be collectively defined as computational forensics can
be defined.

Computational methods find a place in the forensic sciences in three ways.
First, they provide tools for the human examiner to better analyze evidence by
overcoming limitations of human cognitive ability– thus they can support the
forensic examiner in his /her daily casework. Secondly they can be used to pro-
vide the scientific basis for a forensic discipline or procedure by providing for the
analysis of large volumes of data which are not humanly possible. Thirdly they
can ultimately be used to represent human expert knowledge and for implement-
ing recognition and reasoning abilities in machines. While the goal of a computer
to provide an opinion is a goal analogous to other grand challenges of artificial
intelligence, they are unlikely to replace the human examiner in the foreseeeable
future. On the other hand it is more likely that modern crime investigation will
profit from the hybrid-intelligence of humans and machines.

More broadly, computer methods and algorithms enable the forensic practi-
tioner to:

– reveal and improve traces evidence for further investigation,
– analyze and identify evidence in an objective and reproducible manner,

S.N. Srihari and K. Franke (Eds.): IWCF 2008, LNCS 5158, pp. 1–10, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



2 K. Franke and S.N. Srihari

– assess the quality of an examination method,
– report and standardize investigative procedures,
– search large volumes of data efficiently,
– visualize and document the results of analysis,
– assist in the interpretation of results and their argumentation,
– reveal previously unknown patterns / links, to derive new rules and con-

tribute to the generation of new knowledge.

The objective of this paper is to lay the foundations and to encourage further
discussions on the development of computational methods for forensic investiga-
tion services. Researchers and practitioners in computer science are introduced
to specialized areas and procedures applied in forensic casework. Current foren-
sic challenges that demand the development of next-generation equipment and
tools are exposed. The forensic scientist and practitioner, on the other hand, are
provided with an overview of fundamental techniques available in the computing
sciences. Selected examples of successfully implemented computing approaches
will help to gain trust in methods and technologies unknown thus far. These
examples may also inspire / reveal further forensic areas that can be supported
by computer systems.

The remainder of this paper is structured as follows: forensic sciences are
briefly described in Section 2. Section 3 aims to provide a definition of com-
putational forensics. In Section 4 the relevant areas of computational /machine
intelligence are summarized. Some previous and ongoing studies on computa-
tional forensic are provided in Section 5. Section 6 concludes with discussions
and points to further directions.

2 Forensics

Forensic science is the methodological correct application of a broad spectrum
of scientific disciplines to answer questions significant to the legal system [1].
Technology, methodology and application constitute forensic science and drive
its advancement equally. A graph proposed by van der Steen et al. [1] visualizes
this interrelation (compare Figure 1). Disciplines involved in forensic sciences are
widespread, e.g., biology, chemistry, physics and medicine, and more specialized
pathology, anthropology, ballistics to mention a few. With the evolvement of
criminal activities, further disciplines are getting involved as for example com-
puter science, engineering and economics. One proposal for categorizing these
disciplines in their contribution to forensics is given by Saks [2], who distinguishes

– classical forensic identification sciences based on individualization (to iden-
tify a finger, a writer, a weapon, a shoe that left the mark), and

– more practical-oriented disciplines based on classification and quantization
(chemical, biological, medical, or physical methods) like forensic toxicology.

Forensic sciences use multi-disciplinary approaches to:

– investigate and to reconstruct a crime scene or a scene of an accident,
– collect and analyze trace evidence found,
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Fig. 1. Forensic science can be defined as the cross section of technology, methodology
and application [1]

– identify / classify / quantify / individualize persons, objects, processes,
– establish linkages / associations and reconstructions, and
– use those findings in the prosecution or the defense in a court of law.

The more practical work process of an examination can be summarized as:
crime-scene investigation (CSI); documentation /photographing of the scene;
questioning witnesses; identification / collection and preservation of evidence;
analysis of evidence (e.g. in the laboratory); data integration; link analysis; crime-
scene reconstruction; report writing and presentation of findings in court. While
forensics has mostly dealt with previously committed crime, greater focus is
now being placed on analyzing data gathered to prevent future crime and ter-
rorism [3].

Forensic experts study a broad area of objects, substances (blood, body flu-
ids, drugs), chemicals (paint, fibers, explosives, toxins), tissue traces (hair, skin),
impression evidence (shoe or finger print, tool or bite marks), electronic data
and devices (network traffic, e-mail, images). Some further objects to be stud-
ied are fire debris, vehicles, questioned documents, physiological and behavioral
patterns.

Forensic sciences face a number of challenges and demands that are summa-
rized in Table 1. For example they are challenged by the fact that only tiny
pieces of evidence are hidden in a mostly chaotic environment. Examples are a
smudged fingerprint on a glass, a half ear print on a door, a disguised handwrit-
ing or an unobtrusive paint scratch. The majority of criminals invest all their
knowledge and expertise to cover their activities and potential results. Traces
have to be studied to reveal specific properties that allow for example to iden-
tify a person or to link a tool to a caused damage. Moreover, traces found will
be never identical to known specimen in a reference base, even if traces are
caused by the identical source. For example, producing exactly the same tool
mark is impossible and printing exactly the same document is impossible. As a
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Table 1. Challenges and Demands in Forensic Science

Challenges Demands

tiny pieces of evidence sufficient quality of trace evidence
chaotic environment objective measurement / analysis
specific properties (abnormalities) robustness & reproducibility
never identical traces secure against falsification
partial knowledge, approximation
uncertainties & conjectures

consequence, reasoning and deduction have to be performed on the basis of par-
tial knowledge, approximations, uncertainties and conjectures.

In addition to human forensic expertise, the investigative procedure and em-
ployed technology decide case resolution. A forensic expert compares traces of ev-
idence on the basis of well-defined sets of characteristics that are primarily based
upon domain knowledge and personal experience. Despite great efforts to provide
adequate expert training, some forensic methodologies have frequently been crit-
icized, in particular the lack of studies on validity and reliability [2,4]. Attempts
have been made to support traditional methods with semi-automatic and inter-
active systems on the basis of measurements and decisions that lack objectivity
and verifiability. Although promising research has been done, computer-based
trace analysis is rarely applied in daily forensic casework. Rare exceptions are
the fields of digital / computer forensics that use computational methods intrin-
sically, DNA analysis that takes advantage of algorithms originating from bioin-
formatics, and databases (e.g. for paint or fine arts), which use mainly manually
entered meta information (verbatim) and keywords for data retrieval instead of
realistic object presentations and from that derived machine-processable char-
acteristics. Thus necessitating a study of whether forensic sciences can benefit
from recent technological developments.

3 Computational Forensics

Computational Forensics (CF) is an emerging interdisciplinary research domain.
It is understood as the hypothesis-driven investigation of a specific forensic prob-
lem using computers, with the primary goal of discovery and advancement of
forensic knowledge. CF works towards

– in-depth understanding of a forensic discipline,
– evaluation of a particular scientific method basis, and
– systematic approach to forensic sciences by applying techniques of computer

science, applied mathematics and statistics.

It involves modeling and computer simulation (synthesis) and / or computer-
based analysis and recognition in studying and solving forensic problems.
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Several terms are currently used to denote mathematical and computing ap-
proaches in forensics. Forensic Statistics and Forensic Information Technology
have the longest tradition, yet they are specific. The terms Forensic Intelligence
and CF cover a broader spectrum. It is necessary to establish a sound conceptual
framework for CF as in the case of computational vision, computational science,
computational medicine, computational biology, etc. The term CF is preferred as
it indicates formalization of the methods used by humans, analogous to the use
of the term computational vision used by researchers trying to understand bio-
logical vision [5]. In this definition computational vision is an attempt to model
the visual process by an information processing model. Such a model involves
three components: i) a computational theory, ii) methods for representing data
and specification of algorithms to process the data, and iii) realization of the
algorithms in software and hardware.

A systematic approach to CF ensures a comprehensive research, development,
and investigation process that remains focused on the needs of the forensic prob-
lem. The process typically includes the following phases:

– analysis of the forensic problem and identifying the goals of study (alternate
hypotheses),

– determination of required / given preconditions and data,
– data collection and / or generation,
– design of experiments,
– study / selection of existing computational methods and / or adaptation /

design of new algorithms on demand,
– implementation of the experiment including machine learning and training

procedures with known data samples, and
– evaluation of the experiment as well as test of the hypotheses.

CF requires joint efforts by forensic and computational scientists with benefits
to both. Regarding sharing of knowledge among forensic and computer experts,
while there may be good reasons for protecting forensic expertise within a closed
community, it would conflict with Daubert and other legal rulings [6], which re-
quire the investigative method as being generally accepted, having a scientific
basis, etc. The relatively small community of forensic experts can hardly foster
scientific bases for their methods independently. As has been successful in the
traditional forensic domains (e.g. medicine, biology and chemistry) close coop-
eration between forensic scientists and computational scientists are possible. In
the computational sciences, successful collaborations between computer scien-
tists and biologists, chemists and linguists are known. With these precedents,
forensics can benefit from knowledge, techniques and research findings in ap-
plied mathematics and computer science. Moreover, several forensic fields cover
similar work procedures and tackle similar problems although their investigation
objects are different. By means of shared knowledge, sophisticated computational
methods can be efficiently adapted to a new problem domain.

The expected impact of CF is potentially far reaching. Most obvious contri-
butions to the forensic domain are to:
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– increase efficiency and effectiveness in risk analysis, crime prevention, inves-
tigation, prosecution and the enforcement of law, and to support standard-
ized reporting on investigation results and deductions.

– perform testing that is often very time consuming. By means of systematic
empirical testing scientific foundations can be established. Theories can be
implemented and become testable on a larger scale of data. Subsequently,
method can be analyzed regarding their strengths /weaknesses and a poten-
tial error rate can be determined.

– gather, manage and extrapolate data, and to synthesize new data sets on
demand. In forensics, unequally distributed data sets exist; there are many
correct but only a few counterfeit samples. Computer models can help to
synthesize data and even simulate meaningful influences / variations.

– establish and to implement standards for work procedures and to journal
processes (semi)-automatically. Technical equipment also supports the estab-
lishment /maintaining of conceptional frameworks and terminologies used.
In consequence, data exchange and the interoperability of systems become
feasible.

In addition, research and development in the computing sciences can profit from
problem definitions and work procedures applied in forensics, e.g.,

– forensic data, skilled forgeries and partial, noisy data that pose challenging
problems regarding the robustness of an automatic system.

– computer scientists can gain new insights in analysis procedures while taking
the perspective of a forensic expert who has expertise in his /her field of
specialization.

– computational approaches undergo fine tuning to achieve superiority, but
eventually also generalization.

As a new scientific discipline, approaches and studies in CF need to be peer-
reviewed and published for the purpose of discussion, consequent general
acceptance, and rejection by the scientific community. Scientific expertise from
forensics as well as computing have to be incorporated. Methods and studies
have to be reviewed for their forensic and technological correctness. In addi-
tion, a legal framework needs to be established that deals with specific questions
regarding the combined usage of human and machine intelligence in crime inves-
tigations. With the computer science background of the authors this framework
can not be sketched comprehensibly. Yet, the following objections might inspire
further discussions and studies.

– the digital representation of the trace evidence is insufficient and lacks par-
ticular detail information that can be observed in the original (analog) trace
found at the crime scene (loss of information due to digitalization process).

– the extracted numerical parameters/ features describe a particular detail of
the trace insufficiently (loss of information due to inappropriate features).

– the applied computational method is not appropriate for a particular prob-
lem studied.
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– the conclusions are misleading due to “wrong” results provided by the em-
ployed computational method, e.g., for classification, identification and ver-
ification.

Similar objections need to be answered in the classical forensic science already,
in computational forensic, however, the perspective is broader; taking aspects of
computer technology, methodology and application into account.

4 Computational / Machine Intelligence

Forensic methods can be assisted by algorithms and software from several areas
in the computational science. Some of these are:

– signal / image irocessing: where one-dimensional signals and two-dimensional
images are tranformed for the purpose of better human or machine process-
ing,

– computer vision: where images are automatically recognized to identify ob-
jects,

– computer graphics / data visualization: where two-dimensional images or
three-dimensional scenes are synthesized from multi-dimensional data for
better human understanding,

– statistical pattern recognition: where abstract measurements are classified as
belonging to one or more classes, e.g., whether a sample belongs to a known
class and with what probability,

– data mining: where large volumes of data are processed to discover nuggets
of information, e.g., presence of associations, number of clusters, outliers in
a cluster,

– robotics: where human movements are replicated by a machine, and
– machine learning: where a mathematical model is learnt from examples.

Much of computational /machine intelligence is dominated by statistically
based algorithms. These methods are ideally suited to forensics where there is a
need to demonstrate error rates and calculate probabilities [7].

5 Application Examples

Mathematical, statistical and computer-based methods have been used before
in forensics. Computer forensics (also called digital forensics) and DNA anal-
ysis are one example. Contributions to the scientific methododological base of
handwriting and signature analysis are reported in [8,9], while search algorithm
are proposed in [10]. For the synthesis of data samples not only software meth-
ods, but also robots are used [11]. Research on the computer-based analysis of
striation patterns that are subject of ballistic / tool-mark investigations [12] is
reported. Friction ridge analysis is probably the area that has most benefited
from computational methods, with the development of automated fingerprint
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identification systems [13]. However much more needs to be done in the analy-
sis of latent prints. Computer-assisted and fully automatic computer-based link
analysis and visualization is increasingly used by banks and insurances in exam-
ining credit-card fraud and money laundry [3]. Crime-scene reconstruction using
computer graphics referred to in [14]. A conceptual framework on terminology
used by questioned document examiners is proposed [15] that was also imple-
mented into a reporting system [16]. Assistance software for argumentation is
discussed in [17]. The need for professionals with the abilities to develop and to
apply latest computational methods demands education and training of current
and next generation experts [14].

Computational forensic research generated a number of studies in the most
recent years. Covered research topics and domains are diverse as for exam-
ple information retrieval [18], data mining [19], digital forensics [20,21], device
forensics [22], human identification (finger print [23] and speech recognition [24]),
anthropology [25,26], linguistic [27,28], questioned documents [29], forensic
statistics [30], and decision making [31].

6 Conclusions and Future Directions

The use of computing tools in the forensic disciplines is sometimes minimal.
Many improvements in forensics can be expected if recent findings in applied
mathematics, statistics and computer sciences are implemented in computer-
based systems. The objectives of this paper were to:

i) increase awareness of the impact of computer tools in crime prevention, in-
vestigation and prosecution; on the one hand, among forensic scientists, e.g.,
with expertise in biology, chemistry and medicine but with limited exposure
to computational science, and on the other hand, among computer scientists
unaware of a challenging application domain.

ii) introduce computer scientists to the needs, procedures and techniques of
forensics, and

iii) motivate studies on computational tools in forensics and encourage joint
development by forensic and computer scientists.

With the introduction of computer-based methods in the investigation pro-
cesses, the advancement of technology and methodology as depict in Figure 1,
new work procedures and legal frameworks need to be established that take
advantage of both knowledge domains; forensic and computational sciences.

Several support methods are needed for CF development: international fo-
rums (e.g. conference, scientific press media) to review and exchange research
results, education and training to prepare current and future researchers and
practitioners, and financial support for research and development.

Computational forensics holds the potential to greatly benefit all of the foren-
sic sciences. For the computer scientist it poses a new frontier where new prob-
lems and challenges are to be faced. The potential benefits to society, meaningful
inter-disciplinary research, and challenging problems should attract high quality
students and researchers to the field.
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Abstract. Individuality is the state or quality of being an individual.
We establish a computational methodology to determine whether a par-
ticular modality of data is sufficient to establish the individuality of every
individual or even a demographic group. To test the individuality, gener-
ative models are given or learned to represent the distribution of certain
characteristics such as birthday, human heights and fingerprints. Given
the individuality assessments of different characteristic, the models based
on multiple characteristics are proven to get strengthen individuality.

Keywords: individuality, generative model, fingerprint.

1 Introduction

As commonly used, individual refers to a person or to any specific object in a
collection. From the seventeenth century on, individual indicates separateness,
as in individualism. Individuality is the state or quality of being an individual; a
person separate from other persons. Individuality study is important in forensic
identification since we need to assess whether a particular input such as gender,
height, weight or fingerprints can be used to identify specific person from the
trace evidence they leave, often at a crime scene or the scene of an accident.

Studies on the individuality started from the late 1800s. About 20 models have
been proposed since then trying to establish the improbability of two random
people having the same certain characteristics. All the models try to quantify
the uniqueness property to be able to defend forensic identification as a legiti-
mate proof of identification in the courts. Each of these models try to find out
the probability of false correspondence, i.e. probability that a wrong person is
identified given a certain evidence collected from a crime scene from a set of
previously recorded whole database. i.e., the probability that the features of two
fingerprints match though they are taken from different individuals. A match
here does not necessarily mean an exact match but a match within given toler-
ance levels. All the models establish the probability of two different people being
identified as the same based on their features, namely, the probability of random
correspondence (PRC). The models have been classified based on the different
approaches that have been taken through a century of individuality studies. The
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latest class of models is called generative models. Generative models are sta-
tistical models that represent the distribution of the feature. In these models,
a distribution of the features is learnt through a training dataset. Features are
then generated from this distribution to test their individuality. What training
set is used is immaterial as long as it is representative of the entire population.

The following of this paper is organized as follows: We discuss individuality
computational method of birthday in Section 2 and heights in Section 3. Section
4.1 introduces a new generative model for both minutiae and ridges and indi-
viduality computation are also given. The paper concludes with a summary in
Section 5.

2 Individuality of Birthday

Generative models for determining individuality can be understood by consider-
ing the trivial example of using the birthday of a person. The birthday problem
asks whether any of the k people have a matching birthday with any of the
others.

To compute the approximate probability that in a room of k people, at least
two have the same birthday, we disregard variations in the distribution, such as
leap years, twins, seasonal or weekday variations, and assume that the 365 pos-
sible birthdays are equally likely. Therefore the PRC value for birthday problem
is 1/356. Uniform density is used here to model the birthday distribution.

It is easier to first calculate the probability p(k) that all n birthdays are
different. If k > 365, by the pigeonhole principle this probability is 0. On the
other hand, if k ≤ 365, it is by the pigeonhole principle this probability is 0. On
the other hand, if k 365, it is

p̄(k) = 1 ×
(

1 − 1
365

)
×

(
1 − 2

365

)
· · ·

(
1 − k − 1

365

)
=

365!
365k(365 − k)!

(1)

The event of at least two of the k persons having the same birthday is com-
plementary to all k birthdays being different. Therefore, its probability p(k) is

p(k) = 1 − p̄(k) (2)

This probability surpasses 1/2 for k = 23 (with value about 50.7%).

3 Individuality of Human Height

The goal of the generative model for height, is to come up with an analytical
value for the probability of two individuals having the same height within some
tolerance ±ε. Different with the birthday problem, PRC value can not be com-
puted directly. We have to learn the parameters of the generative model firstly.
The steps in studying individuality using a generative model are given below.

1. Consider a probabilistic generative model and estimate its parameters from
a particular data set.
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Fig. 1. Gaussian density used to model heights of individuals μ = 5.5 and σ = 0.5 i.e.
mean 5.5 feet and standard deviation 6 inches

2. Evaluate analytically the probability of two individuals to have the same
height(or other bio-metric), with some tolerance ±ε.

For the study of individuality of height, a Gaussian density is a reasonable
model to fit the distribution of heights of individuals. The height statistics is
collected from CDC Advance Data No. 361 [?]. Figure 1 shows modeling the
heights (inch) for males and females aged 20 years and over using a Gaussian
p.d.f. with mean μf = 63.8, μm = 69.3 and standard deviation σf = 11.1,
σm = 3.3. Now the probability of two individuals having the same height with
some tolerance ±ε can be derived as follows.

Probability of one individual having height a ± ε is
∫ a+ε

a−ε

P (h|μ, σ)dh

where P (h|μ, σ) ∼ N (μ, σ) =
1√
2πσ

e−
(h−μ)2

2σ2 .

Probability of two individuals having height a ± ε is
(∫ a+ε

a−ε

P (h|μ, σ)
)2

Probability of two individuals having any same height ± ε is

pε =
∫ ∞
−∞

(∫ a+ε

a−ε
P (h|μ, σ)dh

)2

da
(3)

Eq 3 can be numerically evaluated for a given value of μ, σ. Figure 2 shows
the probability values for fixed μf = 63.8, μm = 69.3 and varying σf , σm. A
tolerance of 0.1 inches was used in the probability calculations. It is obvious to
note that, when σ decreases, the width of the Gaussian is smaller and hence the
probability that two individuals having the same height is more.

The Probability of Random Correspondence for female height with a mean
height of 63.8 inch and standard deviation of 11.1 inches is pε = 0.0025. i.e. 25
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Fig. 2. Individuality of heights calculated using a Gaussian as a generative model. For
different values of σ and fixed μf = 63.8, μm = 69.3, the probabilities are calculated.

out of every 10000 female have the same height (tolerance of 0.1 inches) and the
Probability of Random Correspondence for male height with a mean height of
69.3 inch and standard deviation of 3.3 inches is pε = 0.0085. i.e. 85 out of every
10000 men have the same height (tolerance of 0.1 inches)

Based on this model, the probability of at least two people sharing a height
among k individuals can be estimated. This evaluation is similar to that of the
birthday problem where the probability of two people having the same birthday
among k individuals is calculated. In the case of heights we have a real value
instead of 365 date value. This is handled by the implicit discreteness due to the
tolerance ε.

Assuming that there are h possible height and all h possible heights are equally
likely, p̄(k) is given by

p̄(k) = 1 ·
(

1 − 1
h

)
·
(

1 − 2
h

)
· · ·

(
1 − k − 1

h

)
=

h!
hk(h − k)!

(4)

The event of at least two of the k persons having the same height is comple-
mentary to all k heights being different. Therefore, its probability p(k) is

p(k) = 1 − p̄(k) (5)

Thus p(2) = 1 − p̄(2) = 1 − 1 · (1 − 1
h ), since pε = p(2) we have h = 1/pε.

The Table 1 shows the probability of at least two people sharing a same
birthday or height amongst a certain number of people, assuming pε = 0.025.
In a group of 10 (or more) randomly chosen people, there is more than 11%
probability that some pair of them will have the same birthday and 10% for
female and 32% for male probability that some pair of them will have the same
height. For 80 or more people, the probability is more than 99%, tending toward
100% as the pool of people grows.
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Table 1. The probability of at least two people sharing a same birthday or height
amongst a certain number of people

p(k)
k Birthday Female Heights Male Heights
2 0.0028 0.0025 0.0085

5 0.0277 0.0248 0.0825

10 0.1194 0.1072 0.3251

20 0.4184 0.3830 0.8196

40 0.8966 0.8670 0.9995

80 0.9999 0.9998 1 − 4 × 10−13

120 1 − 1.9 × 10−6 1 − 2.2 × 10−6 1

200 1 − 2.7 × 10−11 1 − 3.1 × 10−11 1

300 1 − 7.0 × 10−22 1 − 7.2 × 10−22 1

400 1 1 1

4 Individuality of Fingerprints

Fingerprints have been used for identification from the early 1900s. Their use for
uniquely identifying a person has been based on two premises, that, (i) they do
not change with time and (ii) they are unique for each individual. Until recently,
fingerprints had been accepted by courts as a legitimate proof of identification.
But, after the 1999 case US vs Byron Mitchell, fingerprint identification has
been challenged under the basis that the premises stated above have not been
objectively tested and the error rates have not been scientifically established.
Though the first premise has been accepted, the second one on individuality is
the widely challenged one.

4.1 Generative Models for Fingerprint Individuality

Studies on the individuality of fingerprints date back to the late 1800s. All
previous models can be classified into five different categories, namely, grid-
based models, ridge-based models, fixed probability models, relative measure-
ment models and generative models. Grid-based models include Galton [1] and
Osterburgh [2] which were proposed in the late 80s and the early 90s respec-
tively. One instance of ridge-based models is introduced by Roxburgh [3]. Fixed
probability models contain the class of Henry-Balthazard models [4]. Relative
measurement models include the Champod model [5] and the Trauring model
[6]. The latest class of models, namely, the generative models aim at being flexi-
ble to represent observed distributions through different fingerprint databases
and then ascertained uncertainties from models. Based on the the assumed
non-independence of minutia locations and orientations, various mixture models
could be used [7] and [8].

In existing generative models only minutiae have been modeled without con-
sidering ridge features. Minutiae means small details in the fingerprints, it refers
to the ridge endings and ridge bifurcation. See Figure 3 for the examples of
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Fig. 3. (a) Minutiae: ridge ending and ridge bifurcation (b) detected minutiae and
ridge points on a skeleton fingerprint image

two kinds of minutiae and the minutiae on a skeleton fingerprint image. We
further embed ridge information into existing generative models by using the
distribution for ridge points. The proposed model offers more reasonable and
accurate fingerprint representation and therefore a more reliable probability of
random correspondence (PRC). In this model, the ridge is represented as a set
of ridge points sampled at equal interval of inter ridge width. Ridge length is
defined as the number of ridge points that could be sampled from the ridge.
Three types of ridges are defined as (i) short ridges: l(r) ≤ L/3, (ii) medium
ridges: L/3 < l(r) < 2L/3 and (iii) long ridges: 2L/3 ≤ l(r) ≤ L, where L is the
maxima ridge length which was collected from the FVC 2002 database.

These three possible ridge length types can be associated with any minutiae.
Without loss of generality, we can assume that there exist only three possible
ridge length types corresponding to a minutiae. For the generative model, the
ridge length type is modeled as a uniform distribution F l(lr|a, b), where [a, b]
is the interval of the uniform distribution. For ridges with different lengths,
different ridge points are picked as anchors. The index to be used for ridge
point selection should satisfy following two conditions: 1) The index should be
large so as to infer as many other ridge points as possible. 2) The index should
not be too large to overstep the ridge length. A tradeoff has to be balanced
between the two conditions [9]. For medium ridges, (L/3)th ridge point is picked
and for long ridges, both (L/3)th and (2L/3)th are picked. None ridge point
will be chosen for short ridges. For the generative model, the ridge points are
modeled as a combining distribution of the ridge point location and the direction.
The proposed joint distribution model for fingerprint presentation is based on a
mixture consisting of G components. Each components is distributed according
the density of the minutiae and the ith ridge points: Fm

g F i
g . The equation of the

generative model is given in Eq. 6.
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f(·|ΘG) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F l(lr) ·
∑G1

g=1 πgF m
g (sm, θm|ΘG) lr ≤ L/3

F l(lr) ·
∑G2

g=1 πgF m
g (sm, θm|ΘG)

·F L/3
g (rL/3, φL/3, θL/3|ΘG) L/3 < lr < 2L/3

F l(lr) ·
∑G3

g=1 πgF m
g (sm, θm|ΘG) · F

L/3
g (rL/3, φL/3, θL/3|ΘG)

·F 2L/3
g (r2L/3, φ2L/3, θ2L/3|ΘG) lr ≥ 2L/3

(6)

In Eq. 6, Fm
g (·) represents the distribution of the minutiae location sm and the

direction θm. F i
g(·) presents the distribution of the ith ridge points. To estimate

the unknown parameters in the generative model, we develop an algorithm based
on the EM algorithm. Different numbers of the components G for the mixture
model were validated using k-means clustering. The one with the best k-means
clustering results was chosen.

4.2 Fingerprint Individuality Computation

Given a template T with n minutiae and an input/query Q with m minutiae
and corresponding ridge points pairs and w out of them match, the probability
of Random Correspondence is given by

PRC0 = p∗(w; Q, T ) =

=
(

n
w

)
.(pm(Q, T ))w(1 − pm(Q, T ))n−w (7)

The probability is a binomial probability whose parameters are n and pm(Q, T ).
The latter is the probability that a random minutiae and corresponding ridge
points pair from Q will match a pair from T. Since most of the matchers try to
maximize the number of matchings (i.e. they would find a matching even in a fin-
gerprint that are totally different, we calculate the conditional expectation, con-
ditioned on that fact that the number of matches is always greater than zero and
equating this to the number of pair matches between Q and T, the estimation can
be written as

n.pm(Q, T )
(1 − (1 − pm(Q, T ))n)

= w0 (8)

w0 is found out by the proposed models fit into Q and T and determining the
number of matches by k−plet [10] matching algorithm. Value of pm(Q, T ) can be
found from Eq 8. In a database contains N different fingers with L impressions of
the same finger, (Q, T )impostor is used to denote all the N(N − 1)L2/2 impostor
pairs.

PRC =
1

N(N − 1)L2/2

∑
(Q,T )impostor

p∗(w; Q, T ) (9)
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4.3 Experiments and Results

Generative models without ridge information and with the ridge information
model introduced in 4.1 have been implemented and experiments have been
conducted on FVC2002 DB1 [11]. The number of components G for the mixture
model was found after validation using k-means clustering. The database has
100 different fingerprints with 8 impressions of the same finger. Thus, there are
a total of 800 fingerprints using which the model has been developed.

Table 2. PRC for different fingerprint matches with varying m (number of minutiae
in template),n (number of minutiae in input) and w (number of matched minutiae or
minutiae and corresponding ridge points pairs) - With ridge information and without
ridge information. PRC0 is PRC for the general population and PRC is for PRC for
FVC2002-DB1.

With Ridge Information and Minutiae With Only Minutiae

m n w PRC0 PRC PRC0 PRC
16 16 4 3.9 × 10−2 1.6 × 10−3 2.1 × 10−1 2.1 × 10−1

8 1.8 × 10−5 1.7 × 10−8 1.1 × 10−2 7.8 × 10−3

16 8.9 × 10−18 3.1 × 10−24 4.8 × 10−11 1.6 × 10−11

26 26 6 7.4 × 10−3 7.9 × 10−4 1.3 × 10−1 1.4 × 10−1

12 6.9 × 10−8 3.8 × 10−10 3.6 × 10−4 5.4 × 10−4

20 2.3 × 10−18 2.4 × 10−22 2.3 × 10−11 5.3 × 10−11

26 2.2 × 10−30 1.2 × 10−35 6.7 × 10−21 2.1 × 10−20

36 36 6 1.8 × 10−2 4.1 × 10−3 1.5 × 10−1 1.7 × 10−1

16 1.4 × 10−10 8.5 × 10−13 5.1 × 10−6 2.8 × 10−5

26 1.1 × 10−23 1.6 × 10−27 1.6 × 10−15 4.2 × 10−14

36 8.7 × 10−44 3.6 × 10−49 5.6 × 10−32 7.3 × 10−30

46 46 6 2.6 × 10−2 1.0 × 10−2 1.6 × 10−1 1.6 × 10−1

20 7.8 × 10−14 7.4 × 10−16 5.2 × 10−8 9.8 × 10−7

32 4.8 × 10−30 2.0 × 10−33 6.6 × 10−20 1.5 × 10−17

46 9.9 × 10−59 1.0 × 10−63 1.4 × 10−43 6.1 × 10−40

We compare the results to that of [8]. Random fingerprints are generated
from the model. Values of PRC0 and PRC are calculated using the formulae
introduced in Section 4.1. The results are presented in Table 2. The PRCs are
calculated through varying number of minutiae in template(m), Input(n) and the
number of ridges matched(w). Table 2 shows that more the number of minutiae
in the template and the input, the higher the PRC. In experiments conducted
on the FVC2002 DB1, there are some differences between the results obtained
here and the results in Jain et al. [8]. This may result from use of different
matching algorithms, which w0 depends on. Our highlight is that the PRC values
embedded with ridge information model are never greater than PRC values
without ridge information. Table 2 also shows the PRC values corresponding to
use of ridge information model in the generative model and these probabilities
are lesser when compared to those without ridge information which indicates
that ridge information strengthens individuality of fingerprints. The PRCs for
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Fig. 4. PRCs with different number of the matched ridges for (a) w = 6, (b) w = 16,
(c) w = 26, and (d) w = 36

Table 3. The probability of at least two fingerprints matched among a certain number
of fingerprints with average number of minutiae m = n = 39 and average number of
matched minutiae w = 27

Minutiae and Ridge Information only Minutiae
k p(k) p(k)
2 1.54 × 10−24 1.18 × 10−15

5 1.54 × 10−23 1.18 × 10−14

10 6.93 × 10−23 5.31 × 10−14

100 7.64 × 10−21 5.84 × 10−12

105 7.72 × 10−15 5.90 × 10−6

3.03 × 108 7.09 × 10−8 1.12 × 10−2

6.66 × 109 3.42 × 10−5 6.77 × 10−2

1010 7.72 × 10−5 7.02 × 10−1

8.48 × 1014 1.03 × 10−1 1

1020 0.999999999999999946 1

6.48 × 1023 1 1

the different m and n with 6, 16, 26 and 36 matching ridges are shown in Figure 4.
It is obvious to note that, when w decreases or m and n increase, the probability
that two random fingerprints matching is more.
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Because the ridge information models are independent on generative models,
other recently proposed generative models such as [12] could also be embedded
with ridge information in similar manner and are also expected to offer more
reliable PRC values.

The probability of at least two fingerprints matched among a certain number
of fingerprints is computed similarly as Eq. 5 as well and given by Table 3.
In 100, 000 randomly chosen fingerprints, there is only 7.72 × 10−15 probability
that some pair of them will match if we consider both minutiae and ridge in
matching. This probability is much smaller than previous minutiae only model
which is 5.90×10−6. The probability of at least two fingerprints matched among
U.S. and world population are 7.09 × 10−8 and 3.42 × 10−5 respectively.

5 Summary

Generative models of individuality attempt to model the distribution of features
and then use the models to determine the probability of random correspondence.
This paper provides a detailed survey of individuality models. We have ana-
lyzed 3 models based on birthday, heights and fingerprints. For birthday model,
generative model fits uniform distribution and PRCs can be gotten directly. Hu-
man height model uses Gaussian density to present the height distribution. PRCs
are computed from the generative model leaned form statistic data. Fingerprint
individuality computation is the most complicated one. A generative model with
an mixture distribution is used to model both minutiae and ridge information.
The new generative models are learned and then compared by the experiments
with the generative model without ridge information on the FVC2002 DB1. The
PRCs obtained for a fingerprint template and input with 36 minutiae each with
16 matching minutiae is 1.4 × 10−10 (or 14 in a 100,000 million, or equivalently,
1 in 7,000 million). This is a much stronger result than without using ridge in-
formation which is 1 in 200,000. With 20 matching minutiae this probability is
one in 300 trillion, as opposed to the earlier result of 1 in 100 million in [8]. Since
proposed ridge information model offers a more reasonable and more accurate
fingerprint representation, PRC values with ridge information are much smaller
than PRC values without ridge information.
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Abstract. This paper describes methods for forensic characterization
of scanners and printers. This is important in verifying the trust and
authenticity of data and the device that created it. An overview of current
forensic methods, along with current improvements of these methods is
presented. Near-perfect identification of source scanner and printer is
shown to be possible using these techniques.

1 Introduction

Advances in digital imaging technologies have led to the development of low-cost
and high-resolution digital cameras and scanners, both of which are becoming
ubiquitous. Digital images generated by various sources are widely used in a
number of applications from medical imaging and law enforcement to banking
and daily consumer use. The increasing functionality of image editing software
allows even an amateur to easily manipulate images. In some cases a digitally
scanned image can meet the threshold definition requirements of a “legal dupli-
cate” if the document can be properly authenticated. Forensic tools that help
establish the origin, authenticity, and the chain of custody of such digital images
are essential to a forensic examiner.

The same holds true for printed material, which in many cases is a direct acces-
sory to many criminal and terrorist acts. Examples include forgery or alteration
of documents used for purposes of identity, security, or recording transactions.
In addition, printed material may be used in the course of conducting illicit or
terrorist activities. Examples include instruction manuals, team rosters, meet-
ing notes, and correspondence. In both cases, the ability to identify the specific
device or type of device used to print the material in question would provide a
valuable aid for law enforcement and intelligence agencies.

There are various levels at which this source identification problem can be
addressed. One may want to find the particular device which generated the
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image or one might be interested in knowing only the make and model of the
device.

As summarized in [1], a number of robust methods, involving characterization
of sensor noise, have been proposed for source camera identification. In [2, ?],
techniques for classification of images based on their sources, scanned, camera
generated, and computer generated, are presented.

Forensic characterization of a printer involves finding intrinsic features in the
printed document that are characteristic of that particular printer, model, or
manufacturer’s products. This is referred to as the intrinsic signature. The in-
trinsic signature requires an understanding and modeling of the printer mecha-
nism, and the development of analysis tools for the detection of the signature in
a printed page with arbitrary content [4].

In this paper we present a brief overview of some recent advances in source
identification of both scanned images and printed documents. Results are pre-
sented for our methods based on intrinsic signatures of the devices.

2 Characterization of Scanners

Pioneering work in the development of source camera identification was per-
formed by Lukas et al. using techniques involving the imaging sensor’s pattern
noise [5,6]. Our method extends the use of sensor noise for source scanner iden-
tification by replacing correlation detector by statistical features and support
vector machine (SVM) classifier. Since sensor pattern noise is estimated using
the simple averaging method, further improvements in results may be obtained
by using the improved method for sensor noise estimation presented in [6]. Exten-
sive experimentation on a large set of scanners and different scanning scenarios
show the effectiveness of our proposed scheme.

2.1 Statistical Feature Extraction

The basic structure of the scanner imaging pipeline and various types of noises
involved in the scanning process are explained in [7]. Pattern noise refers to any
spatial pattern that does not change significantly from image to image. It has
been successfully used for source camera identification in [5,6]. In this study the
sensor noise is modeled as the sum of two components, a random component and
a fixed component. The random component is that portion of the noise which
changes from image to image and varies over a period of time, while the fixed
component is that portion of the noise which remains constant from image to
image. The fixed component can be considered as a signature of the imaging
sensor and can be used for source scanner identification. The challenge is to
separate the fixed component from the random component of the noise, and
then design suitable classifiers based on appropriate features. Since both CCD
based and CIS based scanners suffer from similar noise sources, the proposed
scheme is expected to work on both types of scanners. This is demonstrated by
extensive experimentation.
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Selection of relevant features from the sensor noise is the key to accurate
and robust source scanner identification. The features selected should satisfy
the following requirements:

– Independent of image content
– Capture the characteristics of a particular scanner and if possible differ

amongst scanners of the same make and model
– Independent of scan area, that is, they should be able to characterize the

source scanner even if the images are placed at different positions on the
scanner’s glass plate

An image scanned twice with the same scanner, but at different non-overlapping
locations on the scanner bed will contain different PRNU due to variations in the
manufacturing process such as doping concentration. The proposed scheme uses
PRNU based scanner fingerprints. The fixed component of sensor noise is caused
by PRNU as well as noise-like characteristics remaining after the post processing
steps. To generate the final image, anumber ofnon-linear operations are performed
on the values read by the sensor array. Thus, the statistical properties of the fixed
component of noise are expected to remain same irrespective of the image place-
ment on the scanner bed. This is the reason behind using the statistical features of
the fixed component of sensor noise for source scanner identification. Our experi-
mental results suggest that this is true.

The scanned images are generated by translating a linear sensor array along
the length of a document or image. Each row of the resulting digital image is
generated by the same set of sensor pixels. Thus, for scanned images, the average
of all the rows of sensor noise will give an estimate of the fixed “row-pattern”.
Averaging will reduce the random component while at the same time enhancing
the fixed component of the noise. Along with using different statistical features
of the “row-pattern”, similar features are estimated along the column direction
as well for comparing them with statistics along the row direction.

The procedure to extract features from one of the color channels is described
here and is applied to all three channels separately to get the complete feature
vector. Let I denote the input image of size M × N pixels (M rows and N
columns) and Inoise be the noise corresponding to the image. Let Idenoised be
the result of applying a denoising filter on I. Then as in [5], Inoise = I−Idenoised.
Let Ĩr

noise and Ĩc
noise denote the average of all the rows and the columns of the

noise (Inoise), respectively. Further, let ρrow(i) denote the value of correlation
between the average of all the rows (Ĩr

noise) and the ith row of the noise (Inoise).
Similarly, ρcol(j) denotes the value of correlation between the average of all the
columns (Ĩc

noise) and jth column of the noise (Inoise) (Equation 1 for rows and
similar for columns).

Ĩr
noise(1, j) =

1
M

M∑
i=1

Inoise(i, j); ρrow(i) = C(Ĩr
noise, Inoise(i, .)) (1)

ρrow is expected to have higher values than ρcol since there is a periodicity
between rows of the fixed component of the sensor noise of a scanned image.
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The statistical properties of ρrow, ρcol, Ĩr
noise and Ĩc

noise capture the essential
properties of the image which are useful for discriminating between different
scanners. The mean, standard deviation, skewness and kurtosis of ρrow and ρcol

are the first eight features, extracted from each color channel of the input image.
The standard deviation, skewness and kurtosis of Ĩr

noise and Ĩc
noise correspond

to features 9 through 14. The last feature for every channel of the input image is
given by (2) which is representative of relative difference in periodicity along row
and column directions in the sensor noise. Values of ρcol corresponds to the case
when each element is generated independently and so f15 will have high positive
value. Some images from low-quality scanners or images which have undergone
post-processing operations such as high down-sampling or JPEG compression,
may be an exception to this.

f15 =

(
1 −

1
N

∑N
j=1 ρcol(j)

1
M

∑M
i=1 ρrow(i)

)
∗ 100 (2)

By extracting these 15 features from each of the three color channels, a 45
dimensional feature vector is obtained for each scanned image. To capture the
three color channels, some scanners use three different linear sensors while others
use a single imaging sensor in coordination with a tri-color light source. To cap-
ture this difference among scanners of different make and models, six additional
features are used. These features are obtained by taking mutual correlations of
Ĩr
noise for different color channels (same for Ĩc

noise). Hence, in total each scanned
image has a 51 dimensional feature vector associated with it.

In our previous work [7] on source scanner identification from images scanned
at native resolution of the scanners, a recently developed anisotropic local poly-
nomial estimator for image restoration based on directional multiscale optimiza-
tions [8] was used for denoising. In this study, a denoising filter bank comprising
of four different denoising algorithms: LPA-ICI denoising scheme [8], median fil-
tering (size 3 × 3) and Wiener adaptive image denoising for neighborhood sizes
3 × 3 and 5 × 5, is used. Using a set of denoising algorithms helps to better cap-
ture different types of sensor noises. These denoising algorithms are chosen based
on the performance of the complete filter bank in scanner identification. Each
denoising algorithm is independently applied to each color band of an image.
The features extracted from individual blocks of the filter bank are concate-
nated together to give the final feature vector for each scanned image. Hence,
each scanned image has a 204 dimensional feature vector associated with it.
To reduce the dimensionality of the feature vectors, linear discriminant analysis
(LDA) is used and a ten dimensional feature vector is obtained for each image.
Each component of the ten dimensional feature vector is then a linear combina-
tion of the original 204 features. Finally a SVM classifier is trained and tested
on these ten dimensional feature vectors.

2.2 Experimental Results

The following set of scanners are used in our experiments (label, make/model,
DPI): { {S1, Epson Perfection 4490 Photo, 4800}, {S2, HP 6300c-1, 1200}, {S3,
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Fig. 1. Feature-based scanner identification

HP 6300c-2,1200}, {S4, HP 8250, 4800}, {S5, Mustek 1200 III EP, 1200}, {S6,
Visioneer OneTouch 7300, 1200}, {S7, Canon LiDe 25, 1200}, {S8, Canon Lide
70, 1200}, {S9, OpticSlim 2420, 1200}, {S10, Visioneer OneTouch 7100, 1200},
{S11, Mustek ScanExpress A3, 600}}. Experiments are performed on images
scanned at the native resolution of the scanners as well as on images scanned at
lower resolution, such as 200 DPI. This paper presents only results for 200 DPI
images since images are generally scanned at lower resolution to meet constraints
on storage space, scanning time, and transmission bandwidth. Experiments on
native resolution images show similar accuracies.

The experimental procedure for source scanner identification using statistical
features of sensor noise is shown in Fig. 1. The features are mapped to the
range [−1, 1] before SVM classification to achieve higher classification accuracy.
The mapping is decided by the values of features in the training set and same
mapping is applied on the features in the testing set. A radial basis function
is chosen as the kernel function and a grid search is performed to select the
best parameters for the kernel. To generate the final confusion matrices, SVM
training and testing steps are repeated multiple times using a random selection
of training and testing sets.

In the next few experiments, the effectiveness of the proposed scheme is shown
for heavily sub-sampled (200 DPI) images. The scheme proposed here has good
performance on 200 DPI images (which corresponds to scaling by 17% to 4%
for native resolutions of 1200 DPI to 4800 DPI). 108 images are scanned at
200 DPI using each of the eleven scanners. All these scanned images are saved
as uncompressed TIFF images. Unless stated otherwise, for each experiment 80
randomly selected images from each class are used for training and the remaining
images are used for testing.

Degradation in the characteristics of sensor noise due to heavy down-sampling
prevents successful separation of images scanned from the two scanners of exact
same make and model as demonstrated by our initial experiments. For all further
experiments performed on images scanned at 200 DPI, scanners S2 and S3 are
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Fig. 2. Classification accuracies of multi-class classifiers. (Dedicated classifier for TIFF
and general classifier for JPEG).

treated as a single class. The bar graph shown in Fig. 2 shows the classification
accuracies of the multi-class classifier for 200 DPI TIFF images. The proposed
algorithm has an average classification accuracy of 99.9% among ten scanner
models.

To further check the robustness of the proposed scheme for scanner model
identification, a SVM classifier is trained without images from scanner S3 and
tested on images from the scanner S3 only. This has classification accuracy of 95%
for the testing images from scanner S3. A similar classifier designed by training
without images from scanner S2 and testing on images from S2 only, gives a
classification accuracy of 97%. These results imply that even in the absence of
the training data from a particular scanner, the proposed scheme can identify
the scanner model as long as training data for another scanner of the same make
and model is available.

Another aspect of robustness is independence from scanning location. That
is, even when the image is placed at a random unknown location on the scanner
bed, source scanner identification should still be possible. The images used in
all the earlier experiments were scanned from the “default” scanning location
(generally marked at the top left corner) of the scanner. For this experiment
another 108 images are scanned from scanner S11, with their location on the
scanner’s bed slightly translated horizontally and vertically between each scan.
A SVM classifier is trained using the images scanned from “default” location and
tested using images from the “random” locations only. This has a classification
accuracy of 100% for “randomly” placed images. This suggests that the proposed
scheme for scanner model identification is independent of the scanning location.

To investigate the robustness of the proposed scheme under JPEG compres-
sion, TIFF images from all the scanners are compressed at three different quality
factors Q = 90, 80 and 70. For using a dedicated classifier on distorted images,
we need to know the particular post-processing applied on the image of unknown
origin. In some cases, this a priori information is available or can be obtained
by using other forensic methods. For example, it may be possible to know the
JPEG quality factor by an analysis of quantization table embedded in the JPEG
image. But in general, an image of unknown origin is provided for forensic exam-
ination without reliable knowledge of post-processing operations applied on it.
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And in some cases, revealing the post-processing operations applied on the un-
known image is one of the goals of forensic study. Thus, there is need for a
general classifier which does not need to know the quality factors of training and
testing images.

To design a robust general classifier, the TIFF images compressed at three
quality factors are grouped together and 80 randomly chosen images from each
scanner class are used for training the classifier. The remaining (11 ∗ 108 ∗ 3 −
10 × 80 =) 2764 images are used for testing the classifier. The bar graph shown
in Fig. 2 shows the classification accuracies of general multi-class classifier. The
proposed algorithm has an average classification accuracy of 92.3% among ten
scanner models. The proposed scheme gives high classification accuracy even
without knowing the JPEG quality factors of training or testing images.

3 Characterization of Printers

Techniques that use the print quality defect known as banding in electrophoto-
graphic (EP) printers as an intrinsic signature to identify the model and manu-
facturer of the printer have been previously reported in [9, 10]. We showed that
different printers have different sets of banding frequencies that are dependent
upon brand and model. This feature is relatively easy to estimate from docu-
ments with large midtone regions. However, it is difficult to estimate the banding
frequencies from text. The reason for this is that the banding feature is present
in only the process direction and in printed areas. The text acts as a high energy
noise source upon which the low energy banding signal is added.

One solution for identifying intrinsic signatures in text, previously reported
in [4], is to find a feature or set of features which can be measured over smaller
regions of the document such as individual text characters. If the print quality
defects are modeled as a texture in the printed areas of the document then
texture features can be used to classify the document. These types of features
can be more easily estimated over small areas such as inside a text character.

An understanding of the EP (laser) printing process is necessary in order
to gain insight into the types of features that can be used to describe these
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printers. The first thing to note is that in the printed output from any printer
there exist defects caused by electromechanical fluctuations or imperfections in
the print mechanism. Because these “print quality defects” are directly related
to the printer mechanism, they can also be viewed as an intrinsic signature of
the printer. The major components of these intrinsic signature are stable over
time and independent of the consumables in the printer.

Figure 3 shows a side view of a typical EP printer. The print process has six
steps. The first step is to uniformly charge an optical photoconductor (OPC)
drum. Next a laser scans the drum and discharges specific locations on the
drum. The discharged locations on the drum attract toner particles which are
then attracted to the paper which has an opposite charge. Next the paper with
the toner particles on it passes through a fuser and pressure roller which melt
and permanently affix the toner to the paper. Finally a blade or brush cleans
any excess toner from the OPC drum.

In EP printing, some causes of the artifacts in the printed output are fluctua-
tions in the angular velocity of the OPC drum, gear eccentricity, gear backlash,
and polygon mirror wobble. These imperfections in the printer are directly tied
to the electromechanical properties of the printer and create corresponding fluc-
tuations in the developed toner on the printed page. The fluctuations in the
developed toner can be modeled as a texture. Since the mechanical properties
which contribute the most to these fluctuations, such as gear ratios, do not
change over time, they can be used reliably to intrinsically identify a printer. In
the following sections, two techniques for identifying the printer which created
a document are described.

3.1 Halftone Images

In EP printing, the major artifact in the printed output is banding which is
defined as those artifacts that are due to quasiperiodic fluctuations in process
direction parameters in the printer. These are primarily due to fluctuations in
the angular velocity of the OPC drum and result in non-uniform scan line spac-
ing. This causes a corresponding fluctuation in developed toner on the printed
page. The appearance of the banding artifact is alternating light and dark bands
perpendicular to the process direction (the direction the paper passes through
the printer). The main cause of banding is electromechanical fluctuations in the
printer mechanism, mostly from gear backlash. Because these fluctuations are re-
lated to the gearing, the banding frequencies present in the printed page directly
reflect mechanical properties of the printer.

To estimate the banding frequencies of an EP printer, test pages with mid-
tone graylevel patches created using a line fill pattern were printed and analyzed.
These patterns were printed on a set of EP printers and then each patttern was
scanned at 2400dpi. Each scanned image, img(i, j), was then projected horizon-
tally to produce proj(i) =

∑
j img(i, j) shown in Fig. 4a. Fourier analysis of the

projections was then obtained such as in Fig. 4 which shows spikes at 132 cy-
cles/inch and 150 cycles/inch. Table 1 shows a list of printers and their principle
banding frequencies as found by this method.
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Fig. 4. (a) Projection of 25% fill pattern from HP LaserJet. (b) FFT of the projection
showing peaks at 132 and 150 cycles/inch.

Table 1. Banding frequencies

Printer Model Principal Banding
Frequencies (cycles/inch)

HP LaserJet 5MP 37, 74

HP LaserJet 6MP 132, 150

HP LaserJet 1000 27, 69

HP LaserJet 1200 69

HP LaserJet 4050 51, 100

Samsung ML-1450 16, 32, 100, 106

Detection and measurement of the banding signal in documents with large
midtone regions, such as those with graphic art, can easily be done using methods
similar to that used to produce Tab. 1.

3.2 Forensic Characterization of Printed Text

Detection of the banding signal in text is difficult because the power of the
banding signal is small with respect to the text, and because only a limited
number of cycles of the banding signal can be captured within the height of one
text character. Instead, all the print quality defects, including the banding, are
lumped together and considered a texture in the printed regions of the document.
Features are then extracted from this texture to be used as an intrinsic signature
of the printer.

Features are extracted from individual printed characters, in particular the
letter “e”s in a document. The reason for this is that “e” is the most frequently
occurring character in the English language. Each character is very small, about
180x160 pixels and is non-convex, so it is difficult to perform any meaningful
filtering operations in either the pixel or transform domain if the area of inter-
est is only the printed region of each character. To model the texture in the
printed regions, graylevel co-occurrence texture features, as well as two pixel
based features are used [4].
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Graylevel co-occurrence texture features assume that the texture information
in an image is contained in the overall spatial relationships among the pixels in
the image. This is done by first generating the Graylevel Co-occurrence Matrix
(GLCM). This is an estimate of the second order probability density function of
the pixels in the image. The features are statistics obtained from the GLCM as
described in [4].

Figure 5 shows the block diagram of the printer identification scheme for text
documents proposed in [4]. Given a document with an unknown source, referred
to as the unknown document, this process can be used to identify the printer that
created it. For testing purposes, the Forensic Monkey Text Generator (FMTG)
described in [9] is used to create random documents with known statistics to be
classified.

The first step is to scan the document at 2400 dpi with 8 bits/pixel (grayscale).
Next, all the letter “e”s in the document are extracted. A set of features are
extracted from each character forming a feature vector for each letter “e” in
the document. Each feature vector is then classified individually using a support
vector machine (SVM) classifier.

The SVM classifier is trained with 5000 known feature vectors. The training
set is made up of 500 feature vectors from each of 10 printers. Each of these
feature vectors generated are independent of one another.

Let Ψ be the set of all printers {α1, α2, · · · , αn}. 10 printers are used in our
work: { {Brother HL-1440, 1200dpi}, {HP lj4050, 600dpi}, {HP lj1000, 600dpi},
{HP lj1200, 600dpi}, {HP lj5M, 600dpi}, {HP lj6MP, 600dpi}, {Minolta 1250W,
1200dpi}, {Okidata 14e, 600dpi}, {Samsung ML-1430, 600dpi} }. For any φεΨ ,
let c(φ) be the number of “e”s classified as being printed by printer φ. The
final classification is decided by choosing φ such that c(φ) is maximum. In other
words, a majority vote is performed on the resulting classifications from the
SVM classifier.

Using this process with the GLCM feature set, a high classification rate can be
achieved between the 10 printers. A classification matrix showing these results
using 300 letter “e”s from 12 point Times documents is shown in Fig. 6. Each
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train\test lj5m lj6mp lj1000 lj1200 E320 ml1430 ml1450 hl1440 1250w 14e Output class
lj5m 296 2 0 1 0 1 0 0 0 0 lj5m
lj6mp 1 256 6 0 17 0 0 15 5 0 lj6mp
lj1000 2 2 284 12 0 0 0 0 0 0 lj1000
lj1200 7 2 2 289 0 0 0 0 0 0 lj1200
E320 0 0 0 0 300 0 0 0 0 0 E320
ml1430 1 0 0 0 0 299 0 0 0 0 ml1430
ml1450 0 0 0 0 0 0 300 0 0 0 ml1450
hl1440 0 28 0 0 0 5 2 259 6 0 hl1440
1250w 0 0 0 0 0 0 0 3 292 5 1250w
14e 0 0 0 0 0 0 0 17 67 216 14e

Fig. 6. Classification results using 300 “e”s from 12 point Times text documents

Fig. 7. Sensor forensics web site at Purdue University

entry of the matrix is the number of “e”s out of the 300 in the test document
that were classified as the printer listed at the heading of its column.

In [11], the performance of this printer identification technique was tested for
other font sizes, font types, paper types, and age difference between training
and testing data sets. The classification results in these cases remains near 90%
except for the case where the training data is older than the testing data, in
which case the classification rate is near 70%.

4 Conclusion

Forensic characterization of devices is important in many situations today and
will continue to be important for many more devices in the future. We have
presented an overview of current characterization techniques for scanners and
printers. For images scanned at low resolutions such as 200 DPI, it is possible to
successfully identify the scanner model, and groups scanners of the same make
and model as a single class (Figure 2). An average classification accuracy of 99.9%
is obtained among eleven scanners of 10 different models.. The proposed scheme
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performs well even with images that have undergone JPEG compression with low
quality factors. The design of suitable noise features and use of a denoising filter
bank which can capture different kinds of scanning noises results in consistently
high classification accuracy of the proposed scheme. Likewise, accurate printer
identification from printed documents has been shown to be possible using simple
image processing and classification techniques. These techniques are shown to be
robust against a variety of variables such as document or printer age and paper
type, which might be encountered in an actual forensic examination. All of our
work can be found at our web site (Fig. 7), http://sensor-forensics.org/.
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Abstract. The detection of altered or forged documents is an impor-
tant tool in large scale office automation. Printing technique examination
can therefore be a valuable source of information to determine a ques-
tioned documents authenticity. A study of graylevel features for high
throughput printing technique recognition was undertaken. The evalua-
tion included printouts generated by 49 different laser and 13 different
inkjet printers. Furthermore, the extracted document features were clas-
sified using three different machine learning approaches. We were able
to show that, under the given constraints of high-throughput systems, it
is possible to determine the printing technique used to create a document.

Keywords: feature evaluation, printing technique classification, coun-
terfight detection, questioned document, document forensic, document
management.

1 Introduction

As with many new technologies, the opportunity to create printed documents
in high quality has resulted in a more extensive usage of these technologies.
However this progress, as more and more applicable, is not only used for legit-
mate purposes but also for illegal activities. With the digital imaging technique
available today, it is simple to create forgeries or altered documents within short
timeframes. Recent cases reported to the American Society of Questioned Doc-
ument Examiners (ASQDE) reveal the increasing involvement of modern print-
ing technologies in the production of counterfeited banknotes[1,2] and forged
documents[3,4].

In particular within large companies and governmental organizations where
paperless processing is aimed, many incoming documents and invoices are han-
dled by large-scale automatic document management systems (DMS). Especially
in the case of banks, insurances and auditing companies, processing several thou-
sand documents each day, there is a major need for intelligent methods to deter-
mine if the processed documents are genuine or not. Observing the high number
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of processed bills being related to payments and assuming that only a low per-
centage of these are forged or manipulated, it is easy to imagine that quite some
disprofit could be prevented with the use of an authenticity verification system.

The examination of questioned documents usually progresses from the general
to the specific[5]. It is a common practice for document examiners to step through
their examinations attempting to first determine document class characteristics.
Therefore important insights in the examination process can be obtained by
answering the question: How the document at hand was created? The ability to
investigate documents for consistence in printing technology can be a first useful
observation, deciding if the given document is genuine. Furthermore, detecting if
specific document regions have been printed with the same non impact printing
technique, is an essential piece of information for making the decision.

Therefore, within this paper the performance of common textural and edge
based graylevel features developed for digital printing technique recognition was
evaluated in a real world scenario. The evaluation was carried out with respect to
scan resolution constraints that commonly apply to high throughput scanning
systems being used for DMS. The goal of the extensive investigation was to
examine the tested features for their applicability to low resolution scans. For
this study printouts generated by 49 different laser and 13 different inkjet printers
have were evaluated. These printouts were based on a template document whose
layout can usually be found in typical office environments. Aspects like the paper
quality and ink type used, as well as the effect of document aging have not been
taken into account, since the receiver of a document usually has no or only little
influence on those details.

1.1 Related Work

Forensic document examiners are confronted on a daily basis with questions like
by whom or what device a document was created, what changes have occurred
since its original production, and is the document as old as it purports to be[5].
Therefore a variety of sophisticated methods and techniques have been devel-
oped since the prominent article [6] published by Albert S. Osborn and Albert
D. Osborn in 1941.1 The textbooks of Hilton[7], Ellen[8], Nickell[9], Kelly and
Lindblom[5] offer excellent overviews of the state of the art in the techniques
applied to questioned documents by forensic document examiners. These tech-
niques can be divided into destructive and non destructive analysis determining
physical and chemical document features.

Although the fact that the use of digital imaging techniques in the forensic
examination of documents is relatively new, recent publications show promis-
ing and interesting methods in terms of discriminating non impact printing
techniques.
1 “A document may have any one of twenty or more different defects that are not

seen until they are looked for. Some of these things are obvious when pointed out,
while others to be seen and correctly interpreted must be explained and illustrated”,
by Albert S. Osbornand Albert D. Osborn, co-founders of the American Society of
Questioned Document Examiners published the year before the formal founding.
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Therefore, a valuable source of information in the determination of a doc-
uments underlying printing technology can be gained by an assessment of the
print quality. Oliver et al.[10] outlined several print quality metrics including
line width, raggedness and over spray, dot roundness, perimeter and number of
satellite drops. It is intuitively clear that for an evaluation of these metrics a
high resolution scan of the document is inescapable. Another method proposed
by Mikkilineni et al.[11] [12] traces documents according to the printing device
by extracting graylevel co-occurrence features from the printed letter “e”. But
their method is based on 1200dpi high resolution scans and consequently also
not feasible for high throughput systems.

The systems outlined by Tchan[13] exhibit high similarity to our approach. He
captured documents with a camera at low resolution and differentiates printing
technologies by measuring edge sharpness, surface roughness and image contrast.
However, experimental results so far were shown for documents containing simple
squares and circles but have not been tested on office documents.

Caused by the reduction in price of color laser printers in recent years, an-
other dimension is added to the document feature space and is more and more
recognized within the forensic science community. In [14] Dasari and Bhagvati
demonstrated the capability to determine different printing substrates and there-
fore printing techniques by evaluating the documents hue component values
within the HSV colour space. Another cutting edge approach investigated by
Tweedy[15] and Li et al.[2,16] are yellow dotted protection patterns distributed
on documents printed by color laser printers that are nearly invisible for the un-
aided human eye. It was demonstrated that these distinctive dotted patterns are
directly related to the serial number and could be used for the identification of
a particular laser printer. Nowadays, according to our observation, it can not be
assumed that documents handled via high throughput systems, are exclusively
printed by color laser printers. Therefore, this approach is not suitable for our
purposes.

The physical characteristics of printing devices can beside the printing technol-
ogy also leave distinctive fingerprints on printed documents. As recently shown
by Akao et al. [17,18] the investigation of spur gears, holding and passing the pa-
per through the printing device, can also be used to link questioned documents
to suspected printers. Therefore the pitch and mutual distance of spur marks
on documents was compared to already known printing devices. However this
approach is also not applicable in our scenario since knowledge about spur mark
distances of different devices is necessary to perform comparisons.

Judging from the literature we were able to review, so far no proper evaluation
in real world scenarios of the proposed graylevel features is currently available.

2 Experiments

The evaluation described in the following, was based on four graylevel features as
proposed by Lampert et al.[19] but was also covering three additional features
originating from the work of Qu[20]. Within this chapter first an outline of
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Fig. 1. Surface plots of (l) inkjet and (r) laser printed letter H, scanned with a resolu-
tion of 400dpi. Notice the sharper edges and cleaner surrounding of the laser printed
character (r).

the so far unpublished features of Qu will be presented. In a second step the
experimental setup of the evaluation will be explained in detail.

2.1 Features

A close look at the printed characters in Fig. 1 reveals the difference of printing
signatures caused by specific printing techniques used in the creation of the
document. As immediately obvious, laser and inkjet printed characters can be
distinguished according to their differing edge sharpness and satellite droplets
of ink. Furthermore, measuring the uniformity and homogenity of ink or toner
substrate on printed areas is also a valuable feature in the detection of the used
printing technique. The features of Lampert et al.[19] and Qu[20] were explicitly
designed to elaborate on this observations. In the following the features proposed
by Qu are explained in greater detail:

– Perimeter Based Edge Roughness
An approach for measuring the roughness of a character is to compare the
perimeter difference of a binarized and a smoothed binarized image. For
the binarization the first valley next to the lowest gray level found in the
histogram of the original image is chosen as global threshhold. A character
image binarized with threshhold T gives the perimeter pb. After applying a
smoothing with a median filter, the smoothed perimeter ps can be obtained.
The perimeter based edge roughness is then calculated as follows:

RPBE =
pb − ps

ps
(1)

– Distance Map Based Edge Roughness
Instead of comparing simply the perimeter values of the binarized image
Ib and its smoothed version Is, this feature relates edge pixel locations via
distance mapping. The distance map is initialized with the values taken from
the smoothed binary image. Propagating the distances fills all entries of the
distance map with the minimal distance to the nearest edge pixels of Is.

DIST = min{d|d =
√

(x − m)2 + (y − n)2}, (2)
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with (x, y) ∈ Ib and (m, n) ∈ Is. This information can be transformed into
a distance histogram, where mean, sample standard deviation, maximal and
relative distance can be calculated to form a feature vector with a relative
distance defined as:

DISTrel =

∑
x∈Edge

distmap(x)

|Edge| (3)

with Edge the set of edge pixels, and the maximal distance:

DISTmax = max
d∈distmap

{d − distmap} (4)

– Gray Value Distribution on Printed Area
As stated above, the differences in the uniformity of ink or toner coverage
within printed regions can be used for the determination of the printing
technique. To do this, a mask for the printed area is constructed by a variant
of Min Max threshholding, only applied to regions containing black pixels.
Afterwards a gray value histogram is extracted from the masked image. The
coefficients a,b from a regression line, used to characterize the histogram, are
used as the feature values.

b =

n∑
i=0

(xi − x)(yi − y)

n∑
i=0

(xi − x)2
(5)

a = y − bx (6)

with

x =
n∑

i=0

xi, y =
n∑

i=0

yi, n = 255

2.2 Experimental Setup

In a first step, well known document image databases2 were evaluated regarding
their usability for printing technique classification. Unfortunately, none of them
was providing an annotation scheme of the printing technique used for document
creation. Therefore the necessity emerged to create our own document-database,
annotated with needed ground truth information.

An important aspect in terms of ground truth generation is the selection or
creation of a suited test-document. In german speaking countries a document
called the ’Grauert’ letter, implementing the DIN-ISO 10561 standard, is used
for the test of printing devices. The ’Grünert’ letter3, which is derived from this
2 UW English Document Image Database I - III, Medical Article Records System

(MARS), MediaTeam Oulu Document Database, Google 1000 Books Project.
3 Exhibiting the following characteristics, fonttype ’Courier New’ normal, fontsize 12

pt, lineheight 12 pt.
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document, yields the same results in printer tests. Because of its high similarity
in layout and content to regular written business letters, we used the ’Grünert’
letter as template in database creation.

The prepared documents, consist out of 49 different laser and 14 different
inkjet printouts, typically available in (home) office environments. The variety
of device manufacturers exhibits all major printer manufacturers4.

In a next step all documents were scanned using the ’Fujitsu 4860’ high speed
scanning device. This scanner is especially designed for high throughput scanning
procedures and therefore the maximal scanning resolution is limited to 400dpi.
This is a common constraint for such devices due to reasons concerning pro-
cessing performance and data storage. Therefore, all documents were scanned
at 100dpi, 200dpi, 300dpi, 400dpi and stored in the TIFF dataformat to avoid
further information loss.

To perform classification on character level at least recognition and extrac-
tion of the connected components from the scanned document is necessary. After
binarization of the scanned image data using Otsu’s method[21], a regional grow-
ing algorithm as proposed in [22] was applied for detection. Subsequently, the
minimal bounding box rectangle of each detected component was calculated and
its content extracted.

For the classification of the extracted components the features outlined above
were extracted from every image, giving multidimensional feature vectors for
their representation. Each of the extracted features was examined through an
exhaustive grid search within the features parameter space, to determine their
optimal parameter setup.

According to the “no free lunch” theorem, it is desirable to evaluate clas-
sification problems with different classifier types. Therefore, the classification
performance on the scanned documents was compared using implementations
of the C4.5 decision tree[23], a Multilayer-Perceptron[24] and a Support Vector
Machine[25]. Furthermore, the classifier parameters were also optimized in terms
of high classification accuracy via corresponding grid searches.

As usual, the data was divided into a training and a test set. The classifiers
were trained with features extracted from 6 randomly selected inkjet and laser
printouts. For all scanned resolutions a ten-fold cross validation using stratified
sampling, to avoid overfitting of the learned model, was performed. Let T be
the training set and c1, ..., cN the training vectors within T . For performance
comparison the accuracy mean of all training runs M as defined in equation (7)
was obtained for each training and resolution.

accuracyT =

∑M
j (

∑ N
i xi,T,cor

NT
∗ 100)

M
(7)

Where xi,T,cor refers to a correct classified character in the training set T of
training run j and NT specifies the total amount of characters within T .

Within the testing phase the learned model of the corresponding classifiers
was applied to 7 inkjet and 14 laser printouts. The test printouts were created
4 Hewlett-Packard, Epson, Canon, Ricoh, etc.



Evaluation of Graylevel-Features for Printing Technique 41

by different printing devices and randomly selected. The performance of the
classifiers was obtained in the following manner. Let D be a scanned document
image and c1, ..., cN the extracted characters of D. To compare classification
performance on document level, the accuracy rate as stated in equation (8) was
calculated for each test document.

accuracyD =
∑N

i xi,D,cor

ND
∗ 100 (8)

xi,D,cor refers to a correct classified character in D and ND specifies the total
number of characters within D.

3 Evaluation Results

In the following the evaluation results obtained from the experimental setup as
described in Sec.2.2 are presented. Therefore, results of the training and the
testing phase for each classifier are discussed.

3.1 Decision Tree Classification

The decision tree classification evaluation was based on postpruned trees. There-
fore, the confidence threshold for pruning was set to 25% and the minimum
number of instances per leaf was set to 2.

Training results: Fig. 2 shows the classification performance of every single
feature as well as for all features in the training phase. It can be observed, that
features like edge dist reach higher classification accuracy with increasing scan
resolution. However, features like area diff, achieve high classification accuracy
at low resolutions. Interestingly an accuracy rate of nearly 95% at 100dpi using
all features in combination was reached.
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Fig. 2. Accuracy rate for all tested features with a C4.5 decision tree using optimized
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Testing results: Fig. 3 depicts the appliance of all features to the 21 test
documents resulting in the quartile accuracy box plot on the left. Performing
a pca on the test set, the three most discriminating features, namely cooc lbp,
cooc gauss and edge distmap, could be identified. Classification results for these
3 features taken from the 21 test documents are visible at the right plot of Fig. 3.
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Fig. 3. Box plot of a C4.5 decision tree classification for a combination of all (l) and
the 3 most discriminating features as identified by pca (r)

Comparing the classification results, it can be observed that using fewer fea-
tures leads to a decreasing accuracy for the resolutions. But still 75 − 80% of a
documents characters are recognized correctly for all tested resolutions.

3.2 Support Vector Machine (SVM) Classification

Classification experiments using a SVM were based on a radial-basis kernel
function using optimized parameters. The parameters for C and γ were ob-
tained by coarse grid searching the SVM parameter space within the intervals
C = [2−5;215], γ = [2−15;23] and for each of the scanned resolutions.
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Fig. 4. Accuracy rate for all tested features, classified by a SVM using a rbf kernel and
optimized parameters for feature extraction and classification
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Fig. 5. Box plot of a SVM classification with a combination of all (l) and the 3 most
discriminating features as identified by pca (r)

Training results: Overall, the classification results in Fig. 4 are slightly lower
than for decision trees considering single features. Also a more constant devel-
opment of the curves for resolutions > 200dpi can be observed (Fig. 2). Further-
more, a higher classification accuracy at 400dpi using all features is achieved.

Testing results: As for the single feature evaluation, the box plots in Fig. 5
show a lower performance for all and the top 3 features. Only 60 − 70% are
classified correctly.

3.3 Multi-Layer Perceptron (MLP) Classification

For the classification using a feed forward MLP, the learning rate of the backprop-
agation was set to 0.3, which lead to high classification accuracy. Furthermore,
within every run the MLP has been trained with 500 training epochs.

Training results: Similar to the SVM, the accuracy rates achieved using a MLP
for classification are slightly lower than using the C4.5 decision tree (Fig. 6).
Even though some of the features reached higher accuracy rates at low scan
resolutions, i.e. area diff and edge rough, while especially the edge dist feature is
performing best at 400dpi. Surprisingly, using all features in combination yields
a lower performance than using only the edge dist on its own refering to the
“ugly duckling” theorem.

Testing results: The classification using all features shows a strong influence
of the edge rough feature exhibiting only little variance at 100dpi. Since this
feature is not among the top 3 pca features, the accuracy for this resolution
drops down a lot (Fig. 7). Regarding results at 400dpi the top 3 features im-
proved the accuracy rates significantly in comparison to experiments including all
features.
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Fig. 7. Box plot of a classification with a multi-layer perceptron for a combination of
all (l) and the 3 most discriminating features as identified by pca (r)

4 Conclusion

We have presented a quantitative evaluation of common texture and edge based
gray-level features for digital printing technique recognition, under the aspect of
usability for high-throughput DMSs. The evaluation indicates that printing tech-
nique recognition is possible, even from low resolution scans which are specific
to such systems. As the graphs for the single feature evaluation indicate, the ex-
amined features perform differently well for the tested resolutions. Therefore the
appropriate feature set has to be picked for certain scan resolutions. It was also
shown that the classifier used has influence on the feature performance. Further-
more, it could be demonstrated that even classification methods needing only
short training, i.e. decision trees, were able to provide high classification accu-
racy. Due to the constraints of high-throughput document management systems
so far only gray-scale scanned documents have been investigated. The exam-
ination of color properties of such documents will be part of our future work.
Additionally, features capable for examining the differences between a laser print
and a copy of a document will be developed. Furthermore the influence of the
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actually printed shape i.e. even edges versus round edges and its impact on
classification accuracy has to be further elaborated.
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Abstract. Document security does not only play an important role in
specific domains e.g. passports, checks and degrees but also in every day
documents e.g. bills and vouchers. Using special high-security features for
this class of documents is not feasible due to the cost and the complexity
of these methods. We present an approach for detecting falsified docu-
ments using a document signature obtained from its intrinsic features:
bounding boxes of connected components are used as a signature. Using
the model signature learned from a set of original bills, our approach can
identify documents whose signature significantly differs from the model
signature. Our approach uses globally optimal document alignment to
build a model signature that can be used to compute the probability
of a new document being an original one. Preliminary evaluation shows
that the method is able to reliably detect faked documents.

1 Introduction

Document signatures for paper documents, features on a document to prove
its originality, have always been a critical issue, even in ancient times, where
the number of paper documents was rather limited compared to the number of
documents used today. In these days, where modern technologies enable a broad
mass of people to easily counterfeit documents and bills, it becomes more and
more important to assure that the document comes from the expected source
and that it has not been faked or altered. The signet rings from the monarchs
that were used to sign the documents in ancient times have nowadays been
replaced with all kind of watermarks: specialized paper, holographic images [1],
specialized printing techniques [2] and other physical and chemical signatures [3].

All these methods are in one way or another enhancements of the information
medium (often this medium is paper) or the printing process, which results in
increased costs compared to the use of standard paper and printing devices.
Furthermore, in applications involving a high number of different sources of
bills or vouchers (many different invoicing parties), these techniques may be
impractical due to the high number of invoicing processes that would need to be
adapted.
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A typical example of such a use-case involving many different invoicing parties
can be found in the tax office: the annual tax declarations are often joined by
vouchers from many different invoicing parties. Checking the originality for each
voucher is not feasible for tax inspectors. Still it would be important to check
for faked bills, as these may be used by tax dodgers to pay less money to the
tax office.

In this paper we present a method that allows identifying faked vouchers and
bills using a signature obtained from intrinsic features of the documents, namely
bounding boxes of connected components. Our method has the advantage, that
no extra security features have to be added either to the paper or to the printing
process. The main class of forgeries that can be detected by this approach is the
imitation of existing bills, which can easily be done by persons capable of using
text processing software.

The approach works as follows: observing a number of original bills from one
invoice party allows to build a model signature of the non-variable part of a bill.
A new bill is then checked against this model signature and if it is significantly
different, it is considered as a potentially faked bill. The doubtful bill could then
be given to a human operator for further inspection.

The rest of this paper is organized as follows: Section 2 presents our approach
in detail and provides an overview of the intrinsic features used in this work.
Evaluation and results are shown in Section 3. Section 4 concludes the paper
with a short summary and outlook.

2 Description of the Approach

As mentioned in the introduction, we focus on identifying fakes of every day
documents, e.g. vouchers and bills. The class of falsification methods we are
aiming at is the case of home-made pseudo-copies of the bills, which are created
by trying to remake the document using a text processing software. Although
the faked documents are often at a first glance quite similar, it is very difficult
to obtain exactly the same layout conserving the same spacings. Therefore, we
want to identify differences in positions of characters in the static part of the
bills. The static part of bills and vouchers are the regions of the page that contain
always the same information for one invoicing party, e.g. headers, bank account
information, and the contact information of the invoicing party.

The layout of a document can be viewed at different abstraction levels, start-
ing from pixels, over to connected components, and finally lines and paragraphs.
We choose connected components, more precisely the bounding boxes of con-
nected components as a suitable description of the document images: connected
components are well defined, easy to compute and quite stable, as the scanning
process can be influenced to deliver reasonable quality for binarized images of
the documents.

After a preprocessing step performing binarization [4] and skew correction [5],
first we need to construct document signature. This is done in two steps: first,
images of all original bills from an invoicing party are aligned with pixel-accuracy
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to one reference bill from that party (Section 2.1); second, a signature for this
invoicing party is built based on an analysis of variations in positions and sizes
of connected components among the aligned bills (Section 2.2). Once a signature
is constructed for an invoicing party, the originality of the new bills from that
party can be verified by comparing it to the signature (Section 2.3).

We currently focus on the non-variable parts of the documents (e.g. headers,
footers, source address and phone number). The distinction between variable and
non-variable parts is currently done manually using a bit mask defining which
image regions belong to the non-variable part and which do not. The mask can
easily be created from one reference document. In future we plan to extract the
mask in an automated way by analyzing the bills from one invoicing party using
layout analysis methods [6].

2.1 Alignment

The first step in our method is to accurately and robustly align the images.
The alignment of two document images aims at identifying the transformation
parameters that allow to overlay both images.

Different techniques have been proposed in literature for image registration
and alignment. The approaches for general image registration [7] are not well
suited for binary document image registration because binary documents lack the
color and texture features that are typically used in image registration. Nakai
et al. [8] and Liang et al. [9] have proposed image registration techniques for
document images, but they handle alignment/registration of the same document
under different kinds of distortions. Another way could be to use page frame
detection [10] first and then align the page frame of two documents. However,
page frame detection is error prone and small errors in the detected page frame
will lead to large alignment errors.

In this work, we use the image-matching technique described in [11] for align-
ing two images from the same invoicing party. This technique is tolerant to
changes in the two documents to be matched and hence is a good candidate for
use in this scenario. It uses an optimal branch-and-bound search algorithm, called
RAST [12] (Recognition by Adaptive Subdivision of Transformation Space). This
method allows robust and accurate finding of the globally optimal parameters
describing the transformation needed to align both images. Since the RAST al-
gorithm finds the globally optimal alignment of the two images, it is expected
that it will align the two images based on their static part.

The quality function used in this case is defined as the number of model points
matching an image point under the error bound ε.

The RAST algorithm uses a branch-and-bound search for quickly finding a
global optimum, which s in our case a maximum for the quality function. The
method uses a priority queue containing parameter subspaces in order of their
upper bound quality. The highest upper bound quality subspace is divided into
two new subspaces, by splitting it into two parts of equal size. For each part,
the new upper bound quality is determined and both subspaces are added into
the priority queue. These steps are repeated until a stopping criterion is met. In
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our case the method stops when the size of the remaining parameter sub space
is smaller than a given threshold.

For applying RAST, first an initial parameter space (also called transforma-
tion space) has to be defined. Let [txmin, txmax]× [tymin, tymax]× [amin, amax]×
[smin, smax] be the initial search space, where tx stand for translation in x di-
rection, ty translation in y direction, a for the rotation angle and s for the scale.

Next, computation of the upper bound quality has to be done. Let B =
{b1, . . . , bN} ∈ R2 be the set of image points of the scanned image and M =
{m1, mM} ∈ R2 the set of image points of the synthetic image, also called
“model points” (in order to stick to the original notation of the RAST algorithm).
For each model point m, a bounding rectangle GR(m) can be computed using
the transformation space to be searched. This rectangle represents the possible
positions where a model point m may be transformed to, using all possible
transformations from the current transformation subspace. If the distance d,
defined as d = ming∈GR(m),b∈B||g − b|| is less than a threshold ε, the quality of
the parameter subspace is incremented. A more detailed description of RAST
can be found in [12,13].

As image points we choose the centers of connected components, as they are
relatively stable and easy to compute. In order to speed up the computation
of the upper bound for the quality, a filtering step is added before the branch-
and-bound search: to avoid comparing bounding boxes that are not similar at
all, Fourier descriptors for the contour of the connected components have been
extracted [14], describing the shape of the connected component. In order to
be invariant to scale and rotation, the images of the connected components are
downscaled to a fixed size and the phase is discarded to obtain rotation invariance
for the Fourier Descriptors. For each model point (connected component) only
the 50 most similar image points are considered for the quality estimation. The
value of 50 was chosen manually and showed to work quite well for standard
documents. A more detailed description of the filtering step can be found in our
previous work [11].

2.2 Building the Model Signature

We follow a probabilistic approach to compute the probability of a document
being original. Let ωo and ωf denote the two classes of “original” and “faked”
documents respectively. Let X be the observed document image consisting of
bounding boxes of connected components x1, . . . , xn. The posterior for the ob-
served image to be an original one can then be written as:

p(ωo|X) =
p(X |ωo)p(ωo)

p(X)

=
Πn

i=1p(xi|ωo)p(ωf )
p(X)

=
Πn

i=1p(xi|ωo)p(ωf )
p(X |ωo)p(ωo) + p(X |ωf)p(ωf )

(1)
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For Equation 1 we assume independence of the observed connected compo-
nents, which is not always true, but as documents, bills and vouchers have quite
diverse types of fonts, font sizes and layouts, the assumption is reasonable.

Problems appear for the other parameters: the prior for having a fake has to
be estimated from the dataset. If this not possible, it could be set by the operator
to tune the sensitivity of the method. Another problem is the estimation of the
p(X |ωf). Finding a set of faked documents to train on is quite cumbersome and
not feasible in practice.

Therefore, instead of using the Bayesian view, we follow the classical frequen-
tist view of probabilities. We choose to use only p(X |ωo). This can be used to
determine the probability of a document being original. The value for a docu-
ment differing to much from the ones from the training set is a strong hint that
it may be faked.

The next step is to model p(xi|ωo), the probability of observing a given con-
nected component given the fact that the document is original. A connected
component is defined by four parameters xl, yl, xh, yh defining the lower left and
upper right corners of the bounding box of the connected component.

To avoid modelling the probability in the four dimensional space, we do an
implicit clustering step allowing to reduce the dimensionality of the resulting
histogram: two components are considered being the same, when their normal-
ized overlap is greater than a given threshold T . The normalized overlap is
defined by:

Dov(xi,xj) = 1 − 2 × Ov(xi,xj)
area(xi) + area(xj)

where Ov(xi,xj) is the number of overlapping pixels of both connected compo-
nents and area(c) is the number of pixels of connected component x.

We obtain a 2D histogram where the bins represent the positions (the sizes
of connected components are included implicitly) and the height the number of
connected components of similar size at similar positions.

The procedure to extract this histogram from the training images is as fol-
lows: first, all images are aligned using RAST, so that the coordinate systems of
all document images have same origin and unit vectors. This is needed to allow
comparison between the positions of connected components of the different doc-
uments. The set of scanned original documents from the same source is denoted
as O = {B1, . . . Bn}. One document is taken as reference document, e.g. let B1

be the reference document. For this document the mask defining what regions
should be considered as fix is manually created.

For each document, the set of connected components is computed. Let us de-
note the set of all connected components of all documents as X = {x1, . . . , xm}.
Let M be the bins of the sparse 2D histogram. These bins will be represented
by connected components together with number of samples in the bin. We start
with an empty histogram. Now for each connected component in X , it is checked
if there is a connected component in the model for which the normalized overlap-
ping area is greater than a certain threshold T . Without much parameter tuning
T = 0.8 showed to work fine. If this is the case, the counter for the number of
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Fig. 1. Visualization of the model. The red regions show regions with stable connected
components. The more bluish regions are regions where positions of the connected
components are more likely to vary.

samples in the bin is increased. If no such component is found, the given compo-
nent is added to the histogram as a new bin. The bin sizes are then normalized
by the number of all components.

The resulting 2D histogram defines the probability of a connected component
of a given size being at a certain position. A simplified visualization of the model
can be found in Figure 1.

As the connected components depend on print an scan quality, the question of
robustness against merging and breaking connected components arises. As the
scanning process can be optimized by the operator of the system, the remaining
source of merged and broken components is the invoice generation process. It
may happen that the printer of the person creating the bill is low on ink or the
paper was changed which could lead to more ink smearing. These problems will
result in merged and broken connected components and thus the risk of a false
positive will increase. But as these cases should be rare, the cost of sending these
to an operator will be reasonably low.

2.3 Checking a New Document

To check if a new document is likely to be an original one or not, the scanned
version of the document is aligned to the reference document of the model set B1.
Then, the connected components are extracted. The probability of a connected
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component to be part of the model is computed using the histogram obtained
from the model.

For badly faked bills it may happen, that the alignment will fail. This is no
problem as the obtained probability will then be even lower and the faked bill
will be reported as falsification.

The probability of a document being original is obtained by:

p(X |ωo) = Πn
i=1p(xi|ωo) (2)

To decide if this value is likely to be an original document, a threshold value for
the probability is defined. This can be set by a human operator. If an automatic
setting is needed and if no faked documents are available, the 99% confidence
interval of the training set values could be used as a decision rule Under the
assumption that the obtained probabilities for the training set are distributed
normally, the mean and the variance of the probabilities of the training set can
be computed. If the probability of a new bill is less than the mean minus three
times the variance, it is classified as a fake.

3 Evaluation and Results

In order to test the performance of our approach, a dataset was needed. As to
our best knowledge no public dataset is available containing original and faked

(a) (b)

Fig. 2. The left image is an “original” document from the dataset. The image to the
right represents a sample of the faked documents.
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Fig. 3. Histogram of the log-likelihoods. The peak at the right results from the training
images. The probabilities of most of the documents are widely different from the ones
of the original documents. Only on document had a probability close to the original
ones, but still less than all the originals on (around -3000).

documents from one and the same invoice party, we created our own dataset of
medical doctor bills as a use case. These sample documents were created by a
student using Open Office. Next, we picked randomly one document and gave it
to other students. Their task was to copy the document as accurate as possible
using the text editor of their choice. The number of original documents is 40,
the number of faked documents is 12. An example of an original and a faked
document can be found in Figure 2.

The set of original bills was split into a test set and a training set of 20
bills each. The model was trained on 20 original documents. The first document
was chosen as reference document, where all the other documents were aligned
to. Then the model signature was build. For defining the threshold, the 99%
confidence interval has been used, computed on the training set.

Then using the model, the probability for the faked bill of being an original
for was computed.

The results of the test are shown in Figure 3. It shows the histogram of the
probabilities of all the documents, training set and faked test set, for being
original. The peak around the right comes from the original documents in the
test set. Using the above mentioned threshold, all the faked documents (12 in
total) were correctly classified as fakes. 5 out of the 20 original in the test set
were wrongly classified as fakes.

A second test has been done in order to measure the performance of the
method on a second falsification scenario: instead of remaking the whole docu-
ment using a word processor, the forger could just scan an original bill, make
some changes using an image editor and print the changed bill. As scanning and
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Fig. 4. Example of a distortion induced by copying an original bill. The originally black
pixels from the copies bill are painted in blue, the black pixels from the original bill
are painted in red. If blue and red pixels overlap, these are painted black. It can be
seen that the copying process seems to move blocks up and down: left part the copy is
to far down, the middle part fits quite well and the right part is again to far down.

Fig. 5. Plot of the sorted log probabilities (y axis) together with the type of the bill.
Circles represent the original bills, triangles the faked bills and dots the copied bills.
The x axis represents the plotted bills (92 samples in total).

printing an original bill distorts the bill slightly, our method should be able to
detect these cases. An example of such a distortion can be found in Figure 4.

To simulate this scenario we chose 35 bills to train the model. The remaining 5
original bills were copied on different multi function printers (MFP) to simulate
effects of scanning and printing the original bill. In total 8 different MFPs were
used to obtain 40 copied bills. The copies were then scanned using the same
scanner as for the original bills. The threshold is computed in the same manner as
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done in the test before. Using our approach, all copies were correctly recognized
as fakes. From the 5 original bills only one was wrongly classified as faked. The
other 4 were correctly classified as original bills, which is equal to an error rate
of 2.2%. On the training set, only 2 false positives were registered.

A plot of the sorted log-likelihoods can be found in Figure 5. It can clearly be
seen that most originals have high probability of being original, whereas copied
bills lie in between the faked ones and the original ones. The two outliers to the
left are due to two copies where the toner was nearly empty.

4 Conclusion and Future Work

In this paper we presented a novel approach of document falsification detection
using intrinsic document features. Using document alignment a connected com-
ponent based signature could be computed allowing to estimate the probability
of a document to be original.

Our approach was tested on a manually created dataset of doctor bills con-
taining a small number of faked documents. The preliminary results proved that
the method works reasonably well. A second test on copies of original doctor
bills showed that the approach is even able to detect copies with reasonably
high accuracy.

One main conclusion of this test is that it is not easily feasible to exactly
counterfeit a bill. Although at a first glance copies and fakes look very similar,
more detailed analysis shows, that the small variances are unavoidable due to
imperfection of the hardware (MFP in our case). The hypothesis, that would
need to be investigated in much more detail is that for bills generated using
PCs, exactly faking a bill is not feasible unless the same operating system, the
same word processing software and the same printer is used.

This approach could be combined with other intrinsic features, e.g. the fea-
tures used for printing technique classification [15]. This could be incorporated
into the model and allow a more accurate modeling of the invoice party, reducing
the risk of missing counterfeits.

One important part of future work is to test the approach more thoroughly. If
no data sets with appropriate data can be found, these will have to be generated
manually. One weakness currently is the missing modelling of the connected
component distribution for faked documents. Furthermore, the method needs to
be adapted to work on the whole document and not only on the invariant parts.
One example could be the detection of incorrect line spacing in the body part
of the document, which could result from belated adding of lines.
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Abstract. The extraction of a representative set of features has always
been a challenging research topic in image analysis. This interest is even
more important when dealing with 3D images. The huge size of these
datasets together with the complexity of the tasks where they are needed
demand new approaches to the feature extraction problem. The need of
an automatic procedure is specially important in many forensic applica-
tions, including the reconstruction of 3D models. In this work we propose
a new method to automatically extract a set of relevant features from
points clouds acquired by a 3D range scanner. We present our results
over five views of five skulls, one of them corresponding to a pathological
case.

1 Introduction

A laser range scanner is a device that captures the shape of an object and gen-
erates a 3D point cloud from the object surface. These scanners have become
more affordable and accurate, what makes them suitable for many applications.
Consequently, geometric processing of point clouds is becoming increasingly im-
portant.

Feature extraction is a primary concern for many geometrical computations
and modeling applications. Feature extraction is a well-studied research area
in computer vision and medical imaging. However, most of the past research
efforts concentrated on data defined in the Euclidean domain, e.g. 2D images
and volume data. Feature extraction of surfaces has gained less attention, but it
is important in many fields such as range data analysis, where it can be used to
support early preprocessing steps including surface reconstruction and adaptive
decimation.
� This work was partially supported by the Spain’s Ministerio de Educación y Ciencia

(ref. TIN2006-00829) and by the Andalusian Dpto. de Innovación, Ciencia y Empresa
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Techniques for feature extraction on mesh- and point-based models have been
investigated by several authors. Gumhold et al. [1] use covariance analysis for
classification and compute a minimum spanning graph of the resulting feature
nodes. Pauly et al. [2] extended this scheme using a multi-scale approach capable
of processing noisy data. They modeled the extracted features using snakes [3].
Geometric snakes have been used by Lee et al. [4] to extract feature lines in tri-
angle meshes based on normal variation of adjacent triangles. The extraction of
crest lines has been introduced by Monga et al. [5], and their importance in med-
ical images, especially in skull models, have been emphasized by Subsol et al.[6].
However mesh-based techniques require assumption of connectivity and normals
associated with the vertices of the mesh. On the other hand, the accuracy of
point-based techniques depends on the sampling quality of the input model.
The method we propose aim to overcome such limitations. It automatically ex-
tracts a set of relevant features directly from point clouds. We also assume that
no attribute information, e.g, normal vectors are given a priori.

The need of an automatic feature extraction method is specially important in
forensic anthropology for different applications and, in particular, to obtain 3D
models of forensic objects [6,7]. This is the reason that motived us to develop
an automatic method able to identify meaningful features in 3D skull models.
The work described in the present paper is part of a large forensic project,
which final goal is the identification of missing people by means of photographic
supra-projection [8]. Several approaches regarding 3D face models have been also
presented [9]. They are out of the scope of this paper, as they deal with face
recognition that is a completely different problem.

The structure of the paper is as follow. In Section 2 we review some properties
of surfaces and the definition of crest lines, that will be later used to compare the
results of our automatic method with. Our proposal is presented in Section 3. In
Section 4 we apply our method to a set of twenty five 3D range images of skulls.
Finally, in Section 5 we present some conclusions and future works.

2 Crest Lines Feature Extraction

This section is devoted to introduce some information that can be derived from
the shapes included in the images. In particular, we are interested in the de-
scription of the method to extract crest line features that have demonstrated to
be suitable for skull modeling [6]. To do so, let us define the iso-intensity surface
of a 3D image, which will be called simply the iso-surface in the rest of this
paper. For any continuous function C(x, y, z) of IR3, any value I of IR (called
the iso-value) defines a continuous, not self-intersecting surface, without hole,
which is called the iso-intensity surface of C [5]. A non ambiguous way to define
the iso-surface is to consider it as being the surface which separates regions of
the space where the intensity of C is greater or equal to I from those regions
whose intensity is strictly lower than I. Whether such an iso-surface corresponds
to the boundary of the scanned object or not is another problem, that will not
be considered in the current contribution. In many cases, such as for medical
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images, iso-surface techniques are directly used to segment the organs, for exam-
ple the bones in CT scans. In other applications, it is necessary to use iso-surface
techniques as the final phase of the process to extract the surface in order to
ensure that the reconstructed surfaces are continuous, not self-intersecting, and
without hole (except of course for the image boundary). Because of those good
topological properties, iso-surface techniques are the most widely used methods
of segmentation for 3D medical images.

Let us see now some properties of the iso-surfaces (see Figure 1). At each
point P of those surfaces, there is an infinite number of curvatures but, for each
direction t in the tangent plane at P , there is only one associated curvature kt.
There are two privileged directions of the surface, called the principal directions
(t1 and t2), which correspond to the two extremal values of the curvature: k1

and k2. One of these two principal curvatures is maximal in absolute value (let
say k1), and the two principal curvatures and directions suffice to determine
any other curvature at point P . These differential values can be used in many
different ways to locally characterize the surface. To those values, we can add the
extremality criterion e as defined by Monga et al. in [5], which is the directional
derivative of the maximal curvature (let say k1), in the corresponding principal
direction (t1). In fact, the same extremality criterion can be also defined for the
other principal direction, and we therefore have two “extremalities” e1 and e2.
The locations of the zero-crossing of the extremality criterion define lines, which
are called ridge lines or crest lines.

Crest lines provide a useful subset of skull data, because they have a very
strong anatomical meaning (as pointed out by Subsol et al. [6] they emphasize
the mandible, the orbits, the cheekbones or the temples), but their extraction
requires the expertise of human intervention. The latter drawback is a big deal
for the forensic anthropologists, because they do not have neither the knowledge
nor the time to extract them.

3 Feature Extraction Proposal

In order to overcome the drawback pointed out in the previous section, we aim
to propose a method that can automatically identify meaningful features. These
features should be:
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– representative of the skull object we will deal with
– invariant to rigid transformation between adjacent views
– composed by the smallest number of points
– robust to deal with not uniform sampling of points

As said, we want the features to be representative of the object, i.e. the skull.
We focus our attention on some regions corresponding to significant anatomical
parts: orbits, nasal cavity and cheekbones (see Figure 2 (left)). These regions
appear surrounding holes in the surface. Let us formally characterize these re-
gions.

Fig. 2. Left: Two views of a skull. The arrows indicate important anatomical regions
we are interested in. Right: The intersection of two spherical neighborhoods with the
skull surface: note the different intersection areas.

At each point P = (px, py, pz) of those surfaces, we can define a spherical
neighborhood Np whose points Q = (qx, qy, qz) satisfy the condition:

√
(px − qx)2 + (py − qy)2 + (pz − qz)2 ≤ r (1)

where r is the radius of the neighborhood.
If we consider the skull object, the intersection between the sphere and the

surface is different in distinct regions (see Figure 2 (right)). The area of this
intersection is smaller when the sphere is located in boundary regions, i.e. in
our regions of interest. Hence, we will be able to identify different regions by
measuring the size of the intersection area.

We can define a weighted density at each point Pi of the surface Sp of the
skull:

di =

∑n
j=1 ‖ Pi − Mj ‖

4πr3/3
(2)

where M = {M1, . . .Mn} is the set of points of the skull that are inside the
sphere centered in Pi with radius r.
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Notice that the volume of the sphere in Eq. 2 is a constant value. Hence it
can be neglected without affecting the results:

wi =
n∑

j=1

‖ Pi − Mj ‖ (3)

Assuming a roughly uniform sampling of the surface, wi is directly related to
the area of the intersection between the surface and the spherical neighborhood.
Thus, wi will be higher in regions where the intersection area is larger. On the
contrary, boundary regions interesting for us will correspond to lower values of
wi. However, the uniform sampling assumption cannot be always guaranteed (see
Figure 3). In these case we observed that boundary regions are more crowded
than the rest. That is problematic because the wi values will then be higher in
these regions that will become considered as not relevant. To avoid this situation
we applied a power-law transformation to each component of wi to increase the
contribution of the farther points while decreasing the contribution of the closer
ones:

ui =
n∑

j=1

‖ Pi − Mj ‖5 (4)

Hence, we are characterizing every point based on the local neighborhood. Recall-
ing that our regions of interest have smaller intersection area, and consequently
contain points having small values of ui, a suitable threshold on this quantity
can identify different areas and therefore segment our surface in two different
regions. Points having values of ui less than the threshold belong to our regions
of interest.

In other words, the subset of relevant features can be defined as:

Sp′ = {pi ∈ Sp|ui ≤ α · umax} (5)

where umax is the ui maximum value and α ∈ [0, 1] is a threshold to identify the
relevant regions. The coefficient α can be chosen analyzing the distribution of the
ui values. As said before, the number of points should be enough to represent
the important features while being as smallest as possible. Thus, we propose
α = 0.5

Fig. 3. A skull image and the zoom of a part where the dispersion effect can be observed



Automatic Feature Extraction from 3D Range Images of Skulls 63

Input Image Analysis of Point Neighborhoods Thresholding Output Image

Fig. 4. Overview of the proposed method for invariant feature extraction

Figure 4 gives an overview of the proposed method for the extraction of in-
variant features. Given a point sampled surface Sp = {pi}, for each point pi

calculate the value ui using Eq. 4. Threshold these values to obtain a subset of
point Sp′ representing the searched features. The point sampled surfaces Sp and
Sp′ are the input and output image, respectively.

Our algorithm can also be seen as a segmentation algorithm. Indeed, it per-
forms a partition of the input image into two regions: one contains the feature
points and the other contains the remaining points.

4 Applications and Results

Our primary goal in developing the feature extraction algorithm was to iden-
tify a subset of points that can improve the registration of multiple views and
reconstruct an accurate 3D model of skull objects.

A robust method for 3D range image registration, based on evolutionary al-
gorithms [10], have been described in a previous paper [7]. The method consists
of a multi-stage approach: in the first stage, the Scatter Search algorithm [11] is
used for pre-alignment; in the second stage a local optimizer is used for refine-
ment. Typically, in the pre-alignment step only a subset of points is used, while
the refinement step is applied to the whole images. In [12], we evaluated two
point selection approaches: a semiautomatic and an automatic one. The crest
lines are used by the semiautomatic approach, while a subset of randomly chosen
points is used by the automatic one. Due to the skull shape, a higher number of
points is required by the random sampling to be sure to select points on mean-
ingful anatomical regions and not only in the large flat areas. The semiautomatic
outperformed the automatic one, but it required the expertise of human inter-
vention. On the other hand, the automatic approach, due to the higher number
of points, required more computation time to achieve a suitable accuracy. The
automatic feature extraction method proposed in the present work is an optimal
trade-off between having a fully automatic method and low number of points lo-
cated on meaningful features, that can reduce the computational time. Indeed,
our algorithm has been proved to be an efficient aid to the registration tool that
we developed for forensic anthropologists [13].

The features extracted by our algorithm can also be used as input by a num-
ber of different applications, including the building of anatomical atlas and the
identification of craniometric landmarks.

In the following of this section we describe the dataset of forensic objects used
for this studies and we present the results of our feature extraction algorithm.
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4.1 Input Range Images

The Physical Anthropology Lab at the University of Granada, Spain, provided us
with a number of datasets of human skulls acquired by a Konica-Minolta c© 3D
Lasserscanner VI-910. It should be highlighted that the five skulls considered for
this experimental study were chosen by the experts according to several forensic
criteria to guarantee a maximal differentiation regarding to skull features. The
acquisition process includes noise removal and the use of smoothing filters.

To ease the forensics’ work, we have taken into account important factors
regarding to the scanning process like time and storage demand. Indeed, we
consider a scan every 45◦, that is a reasonable trade-off between number of views
and overlapping regions. Hence, we deal with a sequence of only eight different
views: 0◦ −45◦ −90◦ −135◦ −180◦ −225◦ −270◦ −315◦, which supposes a great
reduction both in the scanning time and storage requirements. The datasets we
will use in our experiments are limited to five of the eight views: 270◦ − 315◦ −
0◦ −45◦ −90◦. The reason is that these views contain the most interesting parts
of the skull, i.e. its frontal part. These five views of every skull will provide us
twenty five different images for applying our method. Figure 5 shows the five
different views of three skulls of our dataset.

4.2 Results

Figure 6 shows the crest lines extracted from the five views shown in Figure 5.
Yoshizawa et al.’s proposal [14] was considered to compute the curvature of each
point of the surface and to extract the crest lines. We can observe that the crest
lines have a strong anatomical significance. Nevertheless, some crest lines appear
noisy and filtering is needed to solve this problem. Moreover, the crest lines do
not always correspond to the topology expected by anatomists, for example,
the orbital crest lines are not closed. Only an a priori model could add this
constraint. Furthermore, the main limitation is that their extraction requires
human intervention. Instead, our feature extraction method is fully automatic.

Figure 7 shows our extracted features from the five views shown in Figure 5.
Based on the skull dimension and its anatomical knowledge, the size of the
neighborhood has been fixed to r = 5mm. On the other hand, the coefficient
α = 0.475, chosen as described earlier, proved to be appropriate for our objects
and their feature shapes. Our method is run on a PC with an Intel Pentium
D820 (2 core 2.8 GHz) processor.

Table 1 summarizes the size (number of surface points) of the forensic range
images of the considered skulls. The original size and the size after the application
of our extraction procedure are reported. The lower number of points resulting in
Skull1 are due both to the pathological alterations of this case and its irregular
sampling already shown in Figure 3. However, the good performance of the
method also in this case confirm its robustness.

The proposed method is fully automatic, easy to implement and fast from
the computational point of view. The values of the parameters needed by the
method (r and α) have been selected empirically in our experiments and do not
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Fig. 5. Five partial views of three skulls (Skull1, Skull3 and Skull5) acquired at
270◦, 315◦, 0◦, 45◦, and 90◦, respectively
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Fig. 6. Crest lines (blue lines) extracted from the partial views of the three skulls
shown in Figure 5
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Fig. 7. Features extracted (red points) from the partial views of the three skulls shown
in Figure 5
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Table 1. Size of the range images of the considered objects in their original conditions
and after the automatic feature extraction process

Views/Images
270◦ 315◦ 0◦ 45◦ 90◦

Skull1 109936 76794 68751 91590 104441
Skull2 121605 116617 98139 118388 128163

Original Skull3 116937 107336 88732 111834 123445
Skull4 129393 124317 102565 125859 137181
Skull5 110837 102773 83124 101562 110313

Skull1 5199 915 2901 2948 1655
Skull2 7304 10347 11106 12676 11143

Features Skull3 9023 10745 8318 12265 10361
Skull4 8593 11020 14844 12285 10025
Skull5 9419 9852 10764 10308 9175

need to be tuned by the forensic anthropologists. Our method does not need
any mesh information. Moreover, it does not require calculation of curvature
values, unlike the crest line extraction. Hence it is faster and simpler. Besides,
it is accurate enough for our scope.

As said at the beginning of this section, our primary goal was to improve the
registration of multiple views of skulls. Hence, our features are skull-oriented.
A generalization of the method is needed in order to apply it to other forensic
objects that present different anatomical characteristics.

5 Concluding Remarks

We have presented a new approach for feature extraction from range images,
represented as point clouds. The proposed approach overcomes the trade-off
between having a fully automatic method and a low number of points located
on meaningful features. Our method can detect regions close to boundaries, and
also localize small and sharp features where usually undersampling happens.
These features are: representative of the object, invariant between the different
views of the object and composed by the smallest number of points. Moreover,
the method demonstrated its robustness when dealing with not uniform sampled
surfaces. These properties make our approach an excellent preprocessing step for
the registration algorithm.

We have shown our results over a number of skulls, one of them presenting
pathological alterations. Good results have been obtained also with this case.

We are planning to extend this study by including an automatic preprocess-
ing stage (smoothing filter and noise removal) and a more general design of the
invariant feature selection. Actually, our primary goal in developing the feature
extraction method was to find some invariant features to improve our skull reg-
istration. Hence, our features are skull-oriented. However, the method can be
easily extended for general purpose and applied to other objects.
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Abstract. A major task in forensic pathology is the documentation
of surface injuries. In this contribution, we present a semi-automatic
approach for the processing of data from 3D photogrammetry for the
visualization of the body surface.

1 Introduction

3D photogrammetry is a relatively recent method to acquire three-dimensional
data on the surface of a body to document lesions. Typically, a 3D surface scan-
ner based on the structured light approach is positioned such that it captures
the respective surface parts of a body. Due to the limited scanning volume of
these scanners, several scans must be performed to capture a full body. This fact
results in a labor-intensive process to combine the scans into a unified model of
the body’s surface. Furthermore, due to a scanning process inherent noise, the
acquired data is far from being a perfect representation of the scanned body; sam-
pling errors and color variations due to different lighting conditions are among
the most typical problems. At the Institute of Forensic Medicine at the Uni-
versity of Tübingen, the scanned data was processed by a series of off-the-shelf
software for image processing and rendering [25]. As indicated above, this process
was very time-consuming and resulted in still insufficient quality.

Here, we describe a semi-automatic processing pipeline that employs various
filtering techniques to identify and remedy sampling errors and to unify the
color appearance due to variations of the lighting conditions. In particular, this
pipeline consists of removing geometric data that does not belong to the scanned
body (e.g., the post mortem table and vacuum mattress) and to correct lighting
and color information. Finally, the various parts of the scans must be registered
and combined into a unified model of the whole scanned body. In this process,
the approach aims at maintaining the data fidelity and data integrity, which
sometimes are competing goals.

Related Work

3D scanned data in forensic sciences has been used in a large variety of sit-
uations. In most cases, however, data from computed tomography (CT) and

S.N. Srihari and K. Franke (Eds.): IWCF 2008, LNCS 5158, pp. 70–83, 2008.
c© Springer-Verlag Berlin Heidelberg 2008
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magnetic resonance imaging (MRI) has been used to scan a body and to derive
forensic findings from it. Harris, for example, used 2D MRI images to provide
evidence impact injuries [8], while Oliver et al. extended the approach to 3D
reconstructions to represent the path of a bullet from CT data [14]. Thali et
al. showed in a preliminary study of 40 forensic cases that post-mortem CT
or MRI based forensic examinations were equal or in some aspects better than
traditional autopsies [27]. Furthermore, he advocated for a full-body scan for a
virtual autopsy. On the technical side, 2D slide images and 3D surface (SSD)
visualizations of bone structures were used. For a more specific analysis of the
sudden infant death syndrome, Preim et al. provided segmentation and analy-
sis tools for volumetric data from CT/MRI [18], which enables a more refined
analysis and visualization of the datasets. A different rendering approach was
presented by Ljung et al. [12], who used high quality direct volume rendering to
explore the post-mortem CT scans and to visualize the cause of death.

A related approach is post-mortem scanning of human bodies, like the Visible
Human Project [13]. Next to CT and MRI scans, digitized anatomical cryosec-
tions are provided, which represent a high resolution, full color representation of
the interior body parts.

Persson recently described different research areas for virtual autopsies, in-
cluding the scanning of the body surface based on 3D photogrammetry-based
scanning [16]. Brüschweiler et al. used such an approach to document lesions of
local body surface areas [6] and Thali et al. combined this representation with
the above described CT/MRI-based approach [26]. In contrast to this approach,
we aim at a surface scanning approach to document the full body surface [7].

A very related research field are scanning projects in general, which are among
the most researched topics in computer graphics and vision. Typical examples of
such studies are the IBM Pietà project [9,22,4] and Stanford’s Digital Michelan-
gelo project [11], where numerous processing steps are applied [3]. Similar to our
project, those scanned object do not fit into the scanning range of an individ-
ual scan and must hence be partially scanned. In this case, a new issues arise,
since the 3D surfaces of the partial scans must registered [5] and the respective
lighting and color information in the acquired textures must be corrected [1,21].
In particular the latter processing steps are required, since individual scans are
subject to different lighting conditions, causing variations of intensity and color
in the textures.1 Once the textures are corrected, the polygonal model must be
constructed [2,22], if not the alternative point-based rendering approach is used
[23,17].

Lighting and color correction are already complex tasks that must balance cor-
rection quality and original information fidelity. Original information fidelity is
important for all forensic documentation purposes. Unfortunately, partial scans
will almost always be subject to different lighting conditions and hence have dif-
ferent color casts, which render this tasks as particularly difficult. In this spirit,

1 Textures describe the color information captured by the cameras. Every pixel of the
camera view plane is represented by one texture pixel (=texel). Together with the
point sample geometry, the respective color can be assigned to the point sample.)
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the approach of Paris et al. to compute a skin reflectance map taking into ac-
count lighting-independent parts [15] significantly changes the original data, and
is hence not suited for forensic documentation.

A more suitable approach for color correction was proposed by Reinhard et
al. [19], who perform a color space conversion from RGB to XYZ, followed by
a principal component analysis (PCA), and a transformation into a perception-
driven lαβ color space [20]. This approach is very related to our simpler approach,
which was derived concurrently (starting in 1999) and is based on a RGB color
space PCA [7].

2 Methods

As mentioned in the last section, several steps must be performed to extract
meaningful models from the scanned data. Figure 1 provides an overview of the
individual processing steps, which will be explained in more detail in the fol-
lowing sections. In particular we differentiate two processing stages after scan-
ning; processing of the individual partial scans (Section 2.2), and the matching
steps that focus on correlating the different partial scans to the common model
(Section 2.3).

Fig. 1. Data processing pipeline

2.1 Scanning and Model Representation

The data acquisition is based on the coded or structured light approach [28],
where a sequence of line patterns – which encode the x position in the image
plane to simplify the correspondence problem – are projected onto the object
to be scanned. Two CCD cameras in a stereoscopic setup capture the line pat-
terns and acquire the surface information, which includes the geometry and the
texture, through triangulation. The scanning, which resulted in the datasets
used here, took place at the Institute of Forensic Medicine at the University of
Tübingen, and at the Robert Bosch Hospital, Stuttgart, Germany.

The body is positioned on the post mortem table and a vacuum mattress
is used to stabilize the body during scanning. This, however, also involves a
repositioning of the body on the vacuum mattress to scan the lateral parts of the
body, which in turn will cause different positions of the limbs, and typically of the
body itself as well. Consequently, two different models for the front and the back
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part of the body will be constructed. To ensure a good coverage of the lesions,
the scanner must be positioned such that each lesion is well-covered by the
respective scan(s). This is particularly important, since parts of the body might
be occluded by the vacuum mattress. Furthermore, sufficient overlap between
neighboring scans must be ensured to provide sufficient common registration
information. In difficult cases, marker objects may be attached to the body to
improve the registration results.

The small scanning volume of the structured light scanner (with a view plane
of approximately 1.0m×1.0m) requires up to 28 to 40 individual scans to capture
the full body, resulting in almost 400K sampling points per scan (each containing
position, normal, and color), and hence in approximately 11M sampling points
per model (front and back each). Due to the high number of acquired sample
points, we chose a point-based representation, where each point consist of a
position, a (texture-) color, and a normal. While a surface representation could
be generated from this data, it would be a time-consuming and memory intensive
operation. Furthermore, the intended documentation purpose would not really
benefit from a surface representation, which involves additional interpolation
and filter steps.

The resulting sampling points of the partial scans are sorted into an octree.
Depending on the specified granularity, an octree block is split into child blocks,
when the specified number of sample is exceeded. Empty child blocks (with no
sample points) are removed. For better performance, the octree maintains only
indices to the data points, which are stored in an array data-structure, and only
the indices are involved into the construction process. After the construction
process, the octree is traversed sequentially, and the sampling points of the
traversed leaf blocks are sorted into a new array data-structure to maintain a
better data locality that enables a more cache-sensitive accessing in the local
neighborhood. The original array is then discarded.

Some of the processing steps of our reconstruction pipeline do require neigh-
borhood information for the current data point. For that purpose, we use a
k-nearest neighbor search in the octree, where each leaf block of the octree is
sorted according to the distance to the current data point. Here, we can take ad-
vantage of the locality-sensitive data-structure, where the closest leaf blocks may
be processed in the cache. Once the blocks are clearly outside of the k-nearest
neighborhood, the respective subtree traversal is aborted. For all close-enough
leaf blocks, the data points are stored in a distance map, which now enables the
selection of the k closest elements that establish the k nearest neighborhood.

2.2 Data Correction

The first processing stage consists of three data correction steps that focus on
the individual partial scans.

The large numbers of sample points from the 3D scans renders the handling
of each individual point impractical from performance and user-interface points-
of-view. Hence, we base our interaction on the leaf blocks of the octree instead of
the individual points. The chosen granularity of the octree is a trade-off between
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Fig. 2. Block editing of different partial scan of Accident Victim 1. All red blocks of the
frontal (left) and lateral view (right) are part of the vacuum mattress and are selected
for removal using region growing and cuboid tools.

sample point control (low granularity) and speed (high granularity). In practice,
a block resolution of 4-5mm in each direction provided a good granularity for all
purposes.

The first correction step – data cleaning – removes sample points that do not
belong to the body, e.g. the vacuum mattress (see Fig. 2). In order to select
the respective octree blocks, three selection operations are supported. Picking
selects all blocks through the mouse taking into account the current screen po-
sition. Frame selection extends that concept to a whole screen area. Finally,
the region growing operation selects all points that are located within an
ε-proximity of already selected blocks. Since these operation sometimes select
blocks representing body parts, an undo operation is also supported. In addi-
tion, the cuboid tool removes all blocks outside of a selected space region, and
the minimum filter aims at outlier sample points by removing all leaf blocks
that contain less than a specified number of data points.

The next step provides yet another mechanism to remove outliers and surface
noise. Here we fit a tangent plane P to the local point neighborhood of every
sample point and subsequently project the sample point onto that tangent plane
using the Moving Least Square approach, generating a largely smooth surface
[10]. In this smoothing process, we can at the same time reduce the number of
sample points, where the fitness of a tangent plane is insufficient. Figure 3 shows
an example of this procedure, where 80% of the sample points are maintained.

Due to noise in the measurement process (mostly camera noise), local col-
ors need to be cleansed too. In order to maintain color fidelity, we only correct
the lightness component in the HLS color space, and keep hue and saturation
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Fig. 3. Point smoothing: before smoothing (left) and after smoothing (right). Surface
noise and outliers are removed, while data fidelity is maintained.

values. The lightness value is also the color component that is most affected
by the camera noise. We use a median filter that adapts the lightness value
of the sample points outside of the defined range. Alternatively, these points
can also be removed. While the lightness-only modification limits possible color
changes, this filtering step has to be applied with great care, since color fidelity
are important for forensic applications. Figure 4 demonstrates the effect of color
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Fig. 4. Color cleansing of the Mannequin dataset - before (left) and after (right) mod-
ification of the lightness component in the HLS color space using a median filter

cleansing, where noise is removed. In particular the sample points near the right
eye are successfully corrected.

2.3 Data Matching

So far, the individual partial scans have been cleansed from noise and
outliers, and their geometry and color information has been corrected. The
next processing stage focuses on color and geometry consistency between the
partial scans. In that process, the color casts of the individual partial scan tex-
tures are adapted and the overlapping geometry of the point clouds of the par-
tial scans are matched. In particular the first step involves a decision which
of the partial scans will pose as the reference color cast for the other partial
datasets.

In theory, all partial scans should exhibit the same color casts. This requires
uniform lighting conditions, where a sufficient number of diffuse light sources
are positioned around the body. Furthermore, a white fader should ensure that
the different CCD cameras are calibrated to the same white to reduce the color
capture differences. Unfortunately, scans are typically acquired in a less perfect
environment, where the cameras are not white-calibrated and lighting exposes
different conditions from scan to scan, leading to different color casts (Fig. 5)
and diffuse brightness highlights (Fig. 6 left).

Some matching steps to correct the lighting differences can be quite simple;
the varying brightness, for example, can be corrected by stretching the white and
black points of the cameras in the histogram. This results in more even bright-
ness ranges. Furthermore, gamma corrections provides for another brightness
improvement. Note however, the partial scans often include different background
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Fig. 5. Color matching of the Accident Victim 1 dataset: The top row shows two
different reference images, the middle row shows the target image with the distorted
color cast, the bottom row shows the resulting images with the matched colors. The
left column shows a reference image that does not contain much distorting background
material and the impact of the small visible patches of the white cover are negligible.
The right column shows an example where the white cover significantly distorts the
color casts.

materials. In some cases, a white cover will be visible (e.g., around the head),
while it is not visible in other scans. This will change the histogram ranges of
the texture information of the partial scans and must be taken into account.
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The other necessary correct step involves the color itself. As mentioned above,
different lighting conditions lead to different color casts. Figure 5 shows an exam-
ple, where similar body regions expose different color tones, for example a more
white or a more yellowish color. In our approach, we apply a principal component
analysis (PCA) to the image to achieve a parameterization in a near-orthogonal
color space. By transforming the color space of the target dataset (texture) to
the color space of the reference dataset, we achieve a very similar color cast (see
Fig. 5 bottom row). During this re-parameterization, all texels of the texture are
considered. This, however, can lead to an ill-suited color casts in cases, where
other materials (e.g., (white) covers, vacuum mattress, etc.) cover a significant
area of the texture with a significantly different colors. A white cover, for ex-
ample, will lead to a paler than usual color cast. In those cases, it is advisable
to consider only areas of the texture that are covered by the body.2 Note that
this method is independent from the orientation of the different datasets – if
for example one scan has a frontal/vertical orientation and the other scan has a
lateral/horizontal orientation (Fig. 5).

So far, the textures still contain view point depending information, since dif-
fuse lighting information – such as shadows and surface highlights – is still in-
cluded due to the texture capturing process. In detecting those areas, we follow
Rushmeier et al. [21], who examine all pixels with very low (shadows) or very
high (highlights) pixel intensities. We then lookup the associated data points
and estimate surface normals based on the local point neighborhood. Based on
these normals, the approximate light position and its respective diffuse light-
ing effect for the data points can be computed and deducted from the texels
intensity values. To smooth the appearance, the local texels are then corrected
by interpolating the intensity values from its (possibly already corrected) neigh-
borhood (Fig. 6 left and center left). The perceived flatness of the right image
indicates the loss of directional information, which is then re-gained by mapping
the texture to the respective point geometry.

While this color matching step is performed logically after data correction, it
must in practice be done before it. The reason for this constraint is the correlation
between point samples and texture coordinates, which is lost after some point
samples are removed or transformed.

Once the textures of the partial scans are consistent, we need to match the
pointset geometries of the partial scans. As we have mentioned before, the scans
will be combined into two models; one for the front, one for the back, since the
re-positioning of the body in the vacuum mattress would results in significant
deformations, due to the movement of body parts (e.g., arms, legs). This way,
however, we get away with a rigid registration approach. We chose a variation of
the Iterative Closest Point algorithm (ICP) [5,24], where a random set of data
points ri is selected from the reference dataset and a matching pointset ti is

2 Theoretically, this can also happen with significantly color differences of the body,
e.g., a large lesion. In those cases, which rarely have a significant impact, the irrel-
evant parts must be cropped from the texture. Pieces of clothes are rarely worn by
the subjects at this point.
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Fig. 6. Lighting correction with an image of the Accident Victim 1 dataset: Uncorrected
image (left), corrected image (center right). Registration of two partial scans (yellow
and blue) after good initial positioning. Before (center right) and after (right) ICP
registration. The overlap demonstrates the improvement due to the registration.

searched in the target dataset. For an ideal match, we need to solve the linear
equation system described in Equation 1, where ti represent the perfect match
of the respective data points in the target set.

M · ri = ti (1)

This, however, is not a realistic assumption, since measurement noise and our
processing filter have changed the pointsets. Hence, we aim at minimizing the
distance between reference and target pointsets in reference to the initial posi-
tioning. For this minimization step, we need to optimize six degrees of freedom;
three degrees for a rotation, three degrees for a translation, realizing a rigid
registration process. The optimization itself is computed by the Gauss-Newton
algorithm, which minimizes distance D between reference points ri and tar-
get surface P (ti), with P (ti) as an approximation of a tangential plane in an
ε-neighborhood around ti:

D =
∑

i

dist(M · ri, P (ti))2 (2)

The two right-most images of Figure 6 dhows how the initial position of two
partial scans of the head is improved by the registration algorithm. The whole
process is demonstrated in Figure 7 with the Accident Victim 1 dataset. Here,
four partial scans of the head are registered and combined into one model.

As mentioned above, the minimized distance is based on the initial position of
the target pointset. Hence, reference and target datasets need to be roughly pre-
positioned, which we achieve by associating the partial scans with the respective
parts of a dummy body model. If the structured light scanner itself is tracked,
this information can be used to automate the pre-positioning process.

2.4 Rendering

Due to the large number of data points from the scanning, we opted against
a polygonal surface rendering approach and chose instead a point rendering
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Fig. 7. Registration of partial scans: In this example, four partial scans of the frontal
head are registered into a combined model. The different gray shades of the central
image visualize the contributions of the different partial scans.

Fig. 8. Head region of accident victim 2 with small and large QSplats. The eye region
has been removed for anonymity.

approach. Specifically, we adopted the QSplat approach of Rusinkiewicz and
Levoy [23], which in essence use anti-aliased OpenGL points as rendering prim-
itive for each data point of the final model. During the depth-sorted traver-
sal of the octree, approximately eight million points are selected for rendering.
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Standard OpenGL lighting and shading is used, whereas the points are weighted
with their (corrected) color. Transparency blending along with variations of the
OpenGL point sizes, and/or brightness is used to facilitate anti-aliasing. In cases
where the respective point parameter OpenGL extension is not available, only
the point size is varied. Figure 8 shows the effect of the varying point sizes from
a very close point of view. Note that data points within one octree block are not
depth sorted (only the blocks are depth sorted) to avoid excessive computational
costs. The resulting visual defects, however, are negligible.

3 Results

The presented models of a Mannequin and of two accident victims, which consist
each of 28 partial scans for dorsal and face-down body orientation. The latter
models are the more challenging datasets, as they represent a real application
situation, where scanning artifacts results in significant color and geometry de-
viations.

The individual processing steps applied to the partial and combined scans
take approximately 1 minute, whereas the average total processing time of one
subject takes about an hour, depending on individual tuning and manual clean-
ing requirements. This, however, is a significant less than the previous approach
based on commercial off-the-shelf tools required [25].

Rendering of the full models took between 3 and 20fps depending on the size
(number of point) of the models and the chosen resolution on a now outdated PC
equipped with 3GB of main memory, an Intel P4@3GHz CPU, and an NVIDIA
GeForce 6800 graphics accelerator.

4 Summary

In this contribution, we present our approach for the processing and rendering
of partial scans into a combined overall model. A pipeline of processing steps has
been described that includes a variety of cleaning and smoothing steps to remove
outliers and noise, and a number of matching steps to combine the partial scans
into one consistent model. Some of these processing steps are parameter-free and
hence automatic, while other involve significant manual work.

The major goal of this approach was to provide an additional avenue for the
documentation of surface injuries by fall, shock, or by a blow. It is not meant
at replacing the currently used information, but to supplement the traditional
sketches and photography. In the future, the acquired data is also intended for
analysis tasks, e.g., the mechanism of accidents.

Future work will in particular focus on process workflow improvements, as
most manual work can be reduced by it. This will in particular involve overview
functionality to quickly associate partial scans with the respective body part.
Furthermore, automatic pre-positioning can be achieved, if the scanner is suc-
cessfully tracked in the environment.
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Abstract. In this paper we report on person identification based on the
three-dimensional shape of the human foot sole. After acquisition of 3D
foot sole data with a laser scanner, data normalization is performed and
person identification is carried out using principal component analysis
(PCA) and linear discriminant analysis (LDA) in conjunction with 1–
NN classification, and support vector machines (SVM) in conjunction
with output value thresholding. The obtained high identification and
rejection rates indicate that the 3D foot sole shape of the human bare
foot is adequate for person identification.

1 Introduction

In recent years, person identification methods based on the measurements of
human body parts such as the finger tips (finger print pattern), the human face
(facial intensity pattern), the human iris (iris pattern), the human hand palm
(palm print pattern), hand veins (vein pattern), and the human ear (ear shape
pattern) have been explored extensively and various identification techniques
have been proposed by the biometric research community [1,2,3,4,5]. In addition
to these methods, in the field of forensics, blood type testing has been used
primarily for ruling out identities of a person, and quite recently DNA testing
has been used for determining person identity under difficult circumstances. The
human foot sole as a possible body part to be used for person identification has
also received some attention. However, to date these efforts have focused on the
2D footprint’s global region shape and the wrinkles and epidermal ridges on
the foot sole surface, which closely resemble the characteristic surface pattern
that exists on the hand palms (which have been used in legal investigations for
positive identification of individuals). [6,7,8]

In this paper we report on our work on person identification based on the
three-dimensional shape of the human foot sole. After acquisition of 3D foot sole
data with a laser scanner, we perform data normalization and person identifi-
cation using three different classification methods: principal component analysis
(PCA) followed by nearest neighbor classification, linear discriminant analysis
(LDA) followed by nearest neighbor classification, and support vector machines
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Fig. 1. Examples of foot sole range images

(SVM) followed by output thresholding. The purpose of this research is to de-
termine whether the human foot sole is adequate for person identification, and
to determine which one of the three classification methods would give the best
identification results with this kind of data.

This paper is organized as follows: In section 2, the foot sole data acquisition
method is described, in section 3, the three classification methods used for foot
sole identification are explained. In section 4, experimental results are presented,
and conclusions are drawn in section 5.

2 Foot Sole Data Acquisition

2.1 Data Acquisition Method

The foot sole data is acquired using a laser scanner which takes three-dimensional
measurements −→

M i = (Mi Yi Zi)T of scene surface points. The measurements
are obtained as a lattice of equi–angular intervals in vertical and horizontal
directions.

For scanning the foot sole surface, we place the subject’s leg on a horizontal
plane in front of the laser scanner, with the toes pointing upwards; then the foot
sole surface is adjusted to vertical orientation by having it rest against a vertical
metal plate, which is temporarily placed on the ground plane between foot sole
and laser scanner. In this way the foot sole becomes perpendicular to the laser
scanner’s Z-direction. The vertical metal plate is subsequently removed and the
foot sole is scanned. A diagram of this scan setup is shown in Fig.2.

2.2 Computation of Foot Sole Range Image

In order to conveniently represent the 3D foot sole data for further processing,
a range image is computed from each raw scan data set. The range image rep-
resents the 3D data as a 2D data array D(xi, yi), i = (1, 2, ...N), where the
xi- and yi-variables correspond to the X- and Y -axes of the 3D scan coordinate
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Fig. 2. Laser scan setup

system, respectively, and the Z-coordinate values are stored in D(xi, yi). First,
the 3D coordinate values Xi and Yi are rounded to integer values xi and yi,
respectively. Then the Zi coordinate value is transformed such that it falls into
value range [0,255] using Eq.(1), and stored in array D(xi, yi):

D(xi, yi) = 255 − [round(Zi) − Zmin] · (255/50) (1)

where Zi satisfies (Zmin) < Zi < (Zmin + 50). Zmin is the Z-coordinate of the
data point closest to the laser scanner. Only those foot sole surface points that
occur within a 50mm interval beginning at Zmin are included in the range image
as shown in Fig.3. The Z-coordinate values in the range image are measures of
the deepness of the corresponding points on the image plane.

In order to fill the gaps between foot sole pixels in the range image occurring
at this stage of processing, linear range value interpolation is carried out. First,
range value linear interpolation in the direction of the x-axis is carried out be-
tween pixels where gaps are less than 3 pixels wide. Next, linear interpolation
is carried out in the y-axis direction in order to fill gaps of less than 6 pixels
width. Finally, the same processing is carried out again in x-axis direction, but
now for gaps of less than 8 pixels width. In this way the interpolation remains
simple and yet produces smooth surfaces.

The laser scans usually include part of the horizontal plane on which the foot
rests. These pixels are removed by setting them to value 0 in the range image.

Since the foot sole range images are used as input data to classifiers, the
orientations of all data sets have to be normalized with respect to rotation around
some axis parallel to the Z-axis of the scanner coordinate system. First, the
regions’ centers of gravity and the angles between their principal axes and the
X-axes are computed, and then the regions are rotated around the center of
gravity so that the principle axes become vertical. Moreover, the regions are
translated such that the centers of gravity coincide with the centers of the range
images.
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Since rotation is a real–valued number operation performed on an integer
array, pixel gaps due to value rounding will appear. In order to fill these gaps,
range value interpolation is carried out once more.

Finally, for each image a rectangle slightly larger than the foot sole region is
fixed with respect to the foot sole region center, and the thus defined rectangular
region is clipped from the range image as is shown in Fig.4 and Fig.5. The size
of the rectangle is kept constant for every acquired range image.

3 Classification of 3D Foot Sole Data

3.1 Classification with SVM

In this section, the support vector machine (SVM)-based classification method
for person identification based on 3D foot sole data is described. Since the SVM
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Fig. 6. Structure of SVM-based person identification system

is a binary classification method, one SVM classifier is trained for each person
registered in the database, which results in one file of model data per person
containing the person’s support vectors.

In identification mode, when the person identity for a given test range image is
to be determined, the test range image is fed into each one of the trained SVMs,
and the SVMs’ output values are evaluated in order to reach the identification
decision. A diagram of this system is shown in Fig.6. A positive output value from
a given SVM is interpreted as indicating that the input data had been scanned
from the foot of the person for which this particular SVM had been trained.
On the other hand, a negative output value indicates that the scan data is from
some different person. For output values close to zero, the result is interpreted as
indeterminate. When multiple SVMs produce positive output values, the SVM
with the highest value is selected as the classifier indicative of person identity.

Each SVM classifier in this system is trained as follows: Assuming that the
SVM is to be trained for a given person A, the same amount of foot sole scan data
from person A and scan data from all other persons registered in the database
are included in the training data set. In this case, the data from person A are
labeled as positive data, whereas all other data are labeled as negative data.

3.2 Classification with PCA and 1–NN

Principle components analysis (PCA) is one of the many multivariate analysis
techniques; it reduces high–dimensional input data to low–dimensional data be-
fore classification of the data takes place. [9] It filters out information that has lit-
tle relevance to the classification task and thereby compresses the input data set.

All range images of size W × H are converted to N-dimensional 1D data
vectors Dij , where N = W × H and subscripts (ij) denote the j-th image of
the i-th person. The mean vector F is computed over all range images used for
training:

F =
1
M

M∑
i,j

Dij (2)
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The mean vector is subtracted from each data vector, Gij = Dij − F , and
the covariance matrix C of the difference vectors Gij is computed:

C =
1
M

M∑
i,j

Gij · GT
ij (3)

In order to acquire the principle components of the input data, the eigenvalues
Ei and the corresponding eigenvectors V i of the covariance matrix are computed.
The N eigenvalues Ei, (i = 1, 2, . . . , N) sorted in descending order are denoted
as E′

i, (i = 1, 2, . . . , N) and the first N0 < N eigenvalues E′
j , (j = 1, 2, . . . , N0)

and their corresponding eigenvectors V j are selected as principle components.
Number N0 is determined such that a number L just exceeds value 0.95 as

more components E′
j are added. L is computed as

L =

∑N0
j=1 E′

j∑N
j=1 E′

j

(4)

The selected N0 eigenvectors V i = (vi1 . . . viN )T , (j = 1, 2, . . . , N0) are used
as the base vectors of a N0-dimensional vector space, which is used to reduce
the originally N -dimensional data Dij to N0-dimensional data vectors D′

ij by
projecting the original data vectors onto the low–dimensional vector space using
Eq.(5):

D′
ijk = Dij · V k, (k = 1, 2, . . . , N0) (5)

where D′
ijk denotes the k-th component of D′

ij .
In order to determine which class a given input data vector belongs to, we

carry out 1–NN (nearest neighbor) classification in the N0–dimensional eigen-
vector subspace. In order to be able to directly compare PCA–based foot sole
classification results with SVM–based foot sole classification results, we design
the PCA-based nearest neighbor classification process as a binary classification
scheme similar to the SVM classification scheme (see section 3.1). The same
data sets as were used for SVM–classifier training are used for PCA 1–NN clas-
sification, too, and one binary 1–NN classifier per registered person is trained.
One separate eigenvector subspace for each registered person is computed; this
in general leads to subspaces that differ in their dimensions N0.

In the i-th person’s subspace, the training data is labeled with respect to their
belonging to either one of the two possible classes data of the i-th person or data
of all other registered persons. When an arbitrary, not yet identified data vector
is tested as to whether it belongs to the i-th person class or not, the distances
Qij between this data vector and all training data vectors in both constituent
classes is calculated, and the class of the vector with the smallest distance is
taken as indicating the resulting class.

3.3 Classification with LDA and 1–NN

The third method for foot sole classification used in this study, Linear Discrim-
inant Analysis (LDA) [9] in conjunction with a 1–NN classifier, configures the



90 M. Hild

subspace such that the classes can be optimally linearly separated, with the
separating hyperplane given by Eq.(6):

z = a0 + a1Dij1 + a2Dij2 + . . . + aNDijN = aT · Dij (6)

Dij is the i-th person’s j-th range image data vector, a is the linear discriminant
vector that is to be determined, and N is the dimension of the data vectors.
Denoting the training data’s between-classes covariance matrix as CB and the
within-class covariance matrix as CW , vector a is first determined by maximizing
the correlation ratio

H =
aT · CB · a
aT · CW · a

(7)

with respect to vector a. This step constitutes the training step of the method.
In identification mode, test data vectors Dij are projected onto the linear dis-

criminant vector a, which results in the (scalar) discriminant scores z of Eq.(6).
The discriminant scores z are optimally class–separated. In this 1D discriminant
score space 1–NN classification is used to determine the class identity of the test
data vector.

4 Experimental Results

Foot sole scans were obtained with a VIVID700 laser scanner (Minolta). It ac-
quired the 3D coordinates of measurement points on human foot sole surfaces
as a 200 × 200 points array. We scanned the foot soles of a total of 30 subjects
in their early twenties, with 30 scans per subject. These data sets were then
transformed into range images and normalized as described in section 2. The
resulting foot sole range images were of size 25×49 pixels, which is equivalent to
1176-dimensional data vectors. These 900 range images were used for classifier
training and identification experiments with all three classification methods.

4.1 Identification Based on SVM

For the SVM-based identification experiment we used the SV M light [10] program
in linear classification mode. Of the 30 range images that were scanned per
person, 20 range images were used for training the SVM classifiers, and the
remaining 10 images were used for the identification experiment, giving a total
of 300 range images to be identified. The 20 training images per person were
selected at random. A total of 30 SVMs were trained, one per person as described
in section 3.1.

In order to test SVM identification performance of each trained SVM, we
fed all 300 test images consecutively into each SVM and recorded the SVM
output values. The foot sole identification results of the SVM of Subject No.1 is
shown in Fig.7 as a graph ”SVM output value versus test image number”. Range
images No.1 - 10 from Subject No.1 and the positive SVM responses to these
input images indicated ”correct identification”. Test images No.11 - 300 were
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Fig. 7. Output values for SVM of Subject No.1

the images for which this SVM was not trained, and negative SVM responses
indicated ”correct rejection”. In this case, 100% correct identification of Subject
No.1’s images as well as 100% correct rejection of images from all other subjects
was achieved. As another example, the graph of Subject No.2’s SVM is shown
in Fig.8; it is similar, only that in this case Subject No.2’s range images occupy
the No.11 - 20 interval on the horizontal axis (where one would expect positive
output values). The result in this case, too, was 100% correct identification as
well as 100% correct rejection. For all the other subjects we obtained similar
results of perfect identification and rejection.

Since 100% identification and rejection rates at the present state of the art
are hardly ever achieved with other types biometric data, we wanted to test how
robust these results are against moderate modifications of the data sets. For this
purpose we prepared the five test range images shown in Fig.9, which include
the cases of holes in foot sole region, lower half of foot sole region only, upper
half of foot sole region only, missing parts of foot sole region rim, and foot sole
region border only. We found that person identification is unaffected in the cases
of holes in foot sole region, upper half of foot sole region only, and foot sole region
border only. Person identification failed in the two cases of lower half of foot sole
region only and missing parts of foot sole region rim. This leads to the conclusion
that a significant portion of identification–relevant information is constituent in
the foot sole region rim, and in particular in the upper region part.

As we were also interested in the long–term stability of the foot sole used as a
biometric feature, after a 3–months intermission we re–scanned the foot soles of
ten of the earlier subjects and repeated the identification experiment using five
foot sole range images per subject. The result was 90% correct identification and
98.9% correct rejection, which is lower than the perfect rates obtained earlier. We
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Fig. 8. Output values for SVM of Subject No.2

Fig. 9. Example of foot sole range images with five types of (artificially introduced)
defects

conclude that the long–term stability of 3D foot sole–based person identification
needs to be investigated further.

4.2 Identification Based on PCA and 1–NN

For the PCA–based identification experiment we used two different implemen-
tations of the PCA method: 1. the Jacobi method [13], and 2. the PCA imple-
mentation included in the R statistics package [11,12]. The test data sets were
the same as those used for the SVM–based experiment, using 10 images per sub-
ject for the identification experiment, giving a total of 300 range images to be
identified. A total of 30 PCA subspaces were computed from the training data,
one subspace per person, as described in section 3.2.

In the identification phase, test data vectors were transformed into each of
the 30 prepared subspaces. When a data vector from the i-th subject in the
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Fig. 10. PCA–based identification results
(Jacobi method)

Fig. 11. PCA–based identification results
(R statistics package)

i-th subject’s subspace had as its closest neighboring training vector one of the
i-th subject training vectors, then the identification was recorded as correct,
otherwise incorrect. The number of correctly identified data vectors versus the
total number of the i-th subject’s data vectors (i.e. 10) gave the recognition rate.
Likewise, when a data vector not belonging to the i-th subject in the i-th sub-
ject’s subspace had as its closest neighboring training vector one of the training
vectors not belonging to the i-th subject, the rejection was recorded as correct,
otherwise incorrect. The rejection rate is defined as the number of correctly re-
jected data vectors versus the total number of data vectors (i.e. 290). The foot
sole identification results obtained this way are shown in Fig.10 and Fig.11 as
graphs labeled ”Recognition rate versus class (i.e. range image number)” and
”Rejection rate versus class”. As can be observed, only subject No. 25 had three
mis–identifications with both PCA implementations. The overall identification
rate was 99.0%, and the overall rejection rates were 94.6% and 93.0% for the
Jacobi method and R statistics package implementations, respectively.

Fig. 12. LDA–based identification results
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4.3 Identification Based on LDA and 1–NN

The implementation of the LDA algorithm used for the experiments was the
LDA program included in the R statistics package [11,12]. The data sets were
the same as those used for SVM– and PCA–based foot sole identification ex-
periments. The foot sole identification results are shown in Fig.12 as a graph
labeled ”Recognition rate versus class (i.e. range image number)” and ”Rejec-
tion rate versus class”. As can be observed, only subjects No.24 and 25 had two
mis-identifications. The rejection results turned out to be perfect.

The overall result for all 30 subjects and all 300 test images was a recognition
rate of 98.7% and a rejection rate of 99.9%.

5 Conclusion

In this paper we reported on our work on person identification based on the
three-dimensional shape of the human foot sole. After acquisition of 3D foot
sole data with a laser scanner, we performed data normalization and person
identification using three different classification methods: principal component
analysis (PCA) and 1–NN, linear discriminant analysis (LDA) and 1–NN, and
support vector machines (SVM) and output thresholding. All three methods
produced recognition rates of about 99% and rejection rates of above 93%. This
good identification performance of barefoot 3D foot sole shape came as a surprise
to us as we had never achieved such high rates with 2D human face images using
the same classification methods. Of course, our results must be viewed as only
being preliminary, since we had included only 30 subjects and 300 range images
in these experiments. Nonetheless, these results turned out to be exceptionally
consistent across the three different classification methods used. In this sense
we interpret these results as evidence that the 3D human foot sole is adequate
for person identification. SVM classification gave slightly better identification
results than the other classification methods.
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Abstract. Shoeprints are common clues left at crime scenes that provide valu-
able evidence in detecting criminals. Traditional shoeprints matching algorithm 
is based on manual coding with limited recognition ability, and the results are 
strongly dependent on the operator. In this paper, a shoeprint matching method 
based on PSD (power spectral density) and Zernike moment have been investi-
gated. The PSD method aims at pressing images and the legible shoeprints. The 
correlation coefficients of the PSD value of each image are used as the meas-
urements of similarity. In addition, the Zernike method has been developed for 
blurred crime scene shoeprint images and shoeprints with complex back-
grounds. A series of irregular shapes are employed to identify the shoeprints. 
Features are then selected according to the Zernike moments of these shapes. 
More than 400 real shoeprint images have been tested, experimental results 
support that the method is effective in shoeprint matching. 

Keywords: forensic science; shoeprint; Zernike moments; power spectral den-
sity; invariance. 

1   Introduction 

Shoeprints are the most common traces left at crime scenes that provide valuable 
evidence in the identification of criminals and in linking related cases. Traditionally, 
the classification of collected shoeprints is conducted manually by police officers 
and forensic scientists. It is a time consuming task due to the large amount of images 
in the database. Moreover it is hard for several operators to agree on a certain classi-
fication. So the development of a computer-based matching algorithm is extremely 
necessary to help investigators in rapid matching of the shoeprints and enhance the 
recognition rate, and thereby results in the sufficient use of shoeprint evidence. 

A number of computer-based methods have already been proposed [1-5,11]. In [1], 
[2], shoeprints are described by a set of basic shapes, such as circles, rectangles, tri-
angles, etc, by a forensic expert and these shapes are then used in the comparison of 
shoeprints. The problems of this method are that the recognition result is strongly 
dependent on the operator and that modern shoes has increasingly more complex 
patterns that are difficult to describe using a few basic shapes. In [11], fractals are 
utilizes to represent the shoeprints. They verified the translation invariance of the 
method, but rotation and scale invariance have not been reported in their work. 
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In this paper, a method based on PSD has been used to match press-down shoe-
prints and high quality spot shoeprints [4]. First, the PSD value of each shoeprint 
image is calculated, and then the correlation coefficients are employed to evaluate the 
similarity between shoeprints. Since PSD has the property of translation and rotation 
invariance, the matching will not suffer from the difficult image registration process. 
A problem with this method is that its effectiveness is dependent on the quality of 
shoeprint images. When the image contains serious background noise or is hardly 
separated from shoeprint patterns, the results are always unsatisfactory. 

For blurred crime scene shoeprint images and shoeprints with disordered back-
grounds, we propose an algorithm based on Zernike moments. By extracting the 
shapes from shoeprints, the shoeprint matching is transferred into the matching of the 
extracted shapes. A good shape descriptor should have enough discriminating power 
and be invariant with respect to translation, rotation and scale of the shape. Invariant 
moment is one of the most extensively used shape descriptors since it was firstly 
introduced in the 60’s by Hu [6]. Using combinations of geometric moments, Hu 
derives a set of 7 invariant moments to describe a shape. However, since the basis is 
not orthogonal, these moments suffers from a high degree of information redundancy. 
Because of these disadvantages, Teague [7] introduced orthogonal polynomials-based 
moments, Zernike moments. Teh [8] compared the noise sensitivity, information 
redundancy and representation capability of each proposed invariant moments and 
concluded that Zernike moment has the best performance. For this reason, we use 
Zernike moments as shape descriptor in this paper. Because the Zernike moments can 
be calculated irrespective of shape complexity, the method can be applied to the 
matching of shoeprints with any irregular patterns. 

2   Shoeprint Matching Based on PSD 

2.1   The Property of PSD 

Let 1( , )f x y  presents a digital image whose Fourier transform is 1( , )F u v , and then its 

PSD 1( , )P u v  is defined as: 

2
1 1( , ) | ( , ) |P u v F u v=  (1) 

The transformed image of 1( , )f x y  with translation 0 0( , )x y  and rotation θ  defines 

2 ( , )f x y  as described in formula (2) 

2 1 0 0( , ) ( cos sin , sin cos )f x y f x y x x y yθ θ θ θ= + − − + −  (2) 

The corresponding FT, 2 ( , )F u v  will be replaced by 

0 02 ( )
2 1( , ) ( cos sin , sin cos )j ux vyF u v e F u v u vπ θ θ θ θ− += + − +  (3) 

Then the PSD value of 2 ( , )f x y  can be described as: 

2
2 2 1( , ) | ( , ) | ( cos sin , sin cos )P u v F u v P u v u vθ θ θ θ= = + − +  (4) 
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From formula (4), we can see that PSD has the translation invariance and the rotation 
of 2 ( , )f x y  results in the same rotation of the PSD. 

2.2   Shoeprint Matching Based on PSD 

Pre-procession like image enhancement and down-sampling is needed to reduce the 
computational load and achieve better result. A zero mean image is then obtained by 
subtracting the average gray level of the whole image from each pixel. The PSD value 
is then calculated according to formula (1) and their correlation coefficient is then 
considered to measure the similarity between two shoeprints [4].  

1 1 1 1
ˆ ( , ) [ ( , ) ( )] / ( )P u v P u v mean P std P= −  (5) 

2 2 2 2
ˆ ( , ) [ ( , ) ( )] / ( )P u v P u v mean P std P= −  (6) 

1 2
ˆ ˆ( , ) ( , )

i j

r P u v P u v=∑∑  (7) 

where ( )mean f  stands for the average value of pixel values of f and ( )std f  stands 

for the standard deviation. 

3   Shoeprint Matching Based on Zernike Moments 

3.1   Zernike Moments 

In polar system, the n-order Zernike moment of an image is defined as: 

2 1 *

0 0

1
( , ) ( , )nm nm

n
Z V r f r rdrd

π
θ θ θ

π
+= ∫ ∫

 
(8) 

where ( , )nmV r θ  is the (n, m) order of the Zernike basis function defined over the unit 

disk: 

( , ) ( ) im
nm nmV r R r e θθ =  (9) 

And *
nmV  is a complex conjugate of nmV . 

The Zernike radial polynomials ( )nmR r  are defined as: 

( | |) /2
2

0

( )!
( ) ( 1)

2 | | 2 | |
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−
−

=

−= −
− + − −∑  

(10) 

where n is a non-negative integer, and m is a nonzero integer subject to the following 
constraints: | |n m−  is even and | |m n≤ . 

To obtain scale and translation invariance, the image is first subjected to a normali-
zation process. Set the origin of the coordinate system to the centroid of the shape, 
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and then enclose the shape completely from the centroid to the outermost pixels of the 
shape by a square. In succession, resample the square to a pre-determined size by 
interpolation to reduce the computational load.  

The rotation invariance of Zernike moments is straightforward to obtain. Suppose 
the rotation of an image is presented by an angle φ , the transformed Zernike moment 

function R
nmZ  can be expressed by: 

exp( )R
nm nmZ Z jmφ= −  (11) 

where nmZ  is the Zernike moment of the original image. Then the magnitude of 

Zernike moments has rotational invariance showed below: 

| exp( ) | | |R
nm nm nmZ Z jm Zφ= − =  (12) 

3.2   Feature Extraction 

Extract the visible patterns on each shoeprint as shown in Fig. 1. 

 

Fig. 1. Example of shoeprint impression and shape extraction 

A shape normalization process is needed before calculating the Zernike moments. 
The shape is enclosed completely from the centroide to the outermost pixels by a 
square, and is then resampled to a pre-determined size by double-linear interpolation. 
This normalization method ensures both translation and scale invariance and pre-
serves the ratio of the shape. Fig. 2 illustrates the normalization process and the estab-
lishment of the polar coordinate system. 

 
  

(a) (b) (c) 

Fig. 2. Shape normalization and coordinate system 

θ
r 
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Through formula 8-10, Zernike moments of each shape can be easily calculated. 
Obviously, the higher order we extract, the more accurate we can represent a shape, 
but accordingly increase the computational expense and therefore slow down the 
operating speed. The orthogonality of Zernike moments enables the separated contri-
bution of each order moment which makes the reconstructed image can be simply 
achieved by adding these individual contributions. What’s more, owing to this charac-
teristic of Zernike moments, the representation ability of each order moments can be 
evaluated through the comparison of the reconstructed image and the original image. 
This information is then used in the feature selection process [9]. 

Let '( , )f x y
i

denotes the reconstructed shapes by Zernike moments from order  

0 to i, then 

0

( , ) (| ( , ) |)
i

i nm nm
n m

f x y F Z V r θ
=

′ = ∑∑  (13) 

where F represents a mapping to gray level range 0-255, histogram equalization and 
threshold at 128. 

Here we use Hamming distance ( , )iH f f′  to measure the difference between the 

reconstructed shape if ′  and the original shape if . Pre-set a threshold ε ，when 

( , )iH f f ε′ < , we consider that ith order moments are enough to well represent the 

shape, and the higher orders are no longer calculated. 
A feature vector is formed by the up to ith order Zernike moments, and then the 

weighted Euclidean distance is employed to match the features. The weight is deter-
mined by the following formula: 

1( ) ( , ) ( , )i iC i H f f H f f−′ ′= −  (14) 

4   Experimental Results 

4.1   Experiments on PSD  

More than 200 shoeprint images are included in the experiment to evaluate the pro-
posed algorithm. For each shoeprint, 5 partial images are generated to form the testing 
database, shown in Fig. 3. Examples of the testing database consist of 7 groups of 
shoeprint images are shown in Fig. 4 and the best matches can be found in table 1. 
Among the test data set of over 200 images, the recognition rate is around 86%. 

  

Fig. 3. Partial shoeprints 



 Computerized Matching of Shoeprints Based on Sole Pattern 101 

 

Fig. 4. Testing database 

Table 1. Matching result of partial images in Fig.4 

No. 
Group      

p1 p2 p3 p4 p5 

1 1_p3 1_p5 3_p1 3_p1 1_p2 

2 2_p2 3_p3 2_p5 2_p1 2_p2 

3 3_p3 3_p5 3_p1 3_p3 3_p2 

4 4_p4 4_p5 4_p2 4_p1 4_p2 

5 5_p2 5_p1 5_p5 5_p1 5_p3 

6 6_p4 6_p5 3_p1 6_p1 6_p2 

7 7_p5 7_p1 7_p1 7_p1 7_p1 

4.2   Experiments on Zernike Moments  

Since the shoeprint images taken from the crime scenes are always subjected to many 
distortions, a good shoeprint recognition method should have translation, scale and 
rotation invariance. For this purpose, an experiment for testing the invariance of  
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Fig. 5. Shapes for testing of invariance 

Table 2. Testing results of invariance 

Dis-
tance 

S1 S2 S3 S4 S5 S6 S7 S8 S9 

S1 0 49.4 103.3 83.9 0 0 202.2 556.1 699.6 
S2 49.4 0 83.0 75.2 49.4 49.4 211.1 574.3 691.3 
S3 103.3 83.0 0 48.2 103.3 103.3 232.7 605.6 745.8 
S4 83.9 75.2 48.2 0 83.9 83.9 223.0 585.7 746.9 
S5 0 49.4 103.3 83.9 0 0 202.2 556.1 699.6 
S6 0 49.4 103.3 83.9 0 0 202.2 556.1 699.6 
S7 202.2 211.1 232.7 223.0 202.2 202.2 0 630.1 767.4 
S8 556.1 574.3 605.6 585.7 556.1 556.1 630.1 0 432.7 
S9 699.6 691.3 745.8 746.9 699.6 699.6 767.4 432.7 0 

 

Fig. 6. A group of irregular shapes 

Zernike moments has been firstly carried out. A set of testing shapes are generated 
from translation, rotation or scale transformation of an original shape, shown in  
Fig. 5. In table 2, s1 is the original shape, s2- s4 are the rotated versions of s1 while  
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Table 3. Distances between shapes 1-12 in Fig. 6 

Distance（104) 1 2 3 4 5 6 7 8 9 10 11 12 

1 0 0.23 0.41 0.45 0.32 0.76 0.68 0.76 0.69 0.70 0.61 0.59 
2 0.23 0 0.22 0.32 0.18 0.61 0.53 0.60 0.64 0.66 0.67 0.63 
3 0.41 0.22 0 0.38 0.30 0.50 0.43 0.48 0.52 0.58 0.80 0.76 
4 0.45 0.32 0.38 0 0.14 0.55 0.49 0.55 0.70 0.71 0.69 0.61 
5 0.32 0.18 0.30 0.14 0 0.61 0.53 0.60 0.67 0.68 0.67 0.60 
6 0.76 0.61 0.50 0.55 0.61 0 0.11 0.06 0.65 0.63 0.91 0.84 
7 0.68 0.53 0.43 0.49 0.53 0.11 0 0.11 0.61 0.57 0.89 0.81 
8 0.76 0.60 0.48 0.55 0.60 0.06 0.11 0 0.63 0.61 0.89 0.82 
9 0.69 0.64 0.52 0.70 0.67 0.65 0.61 0.63 0 0.13 1.03 0.99 

10 0.70 0.66 0.58 0.71 0.68 0.63 0.57 0.61 0.13 0 1.06 1.01 
11 0.61 0.67 0.80 0.69 0.67 0.91 0.89 0.89 1.03 1.06 0 0.24 
12 0.59 0.63 0.76 0.61 0.60 0.84 0.81 0.82 0.99 1.01 0.24 0 

s5-s6 and s7-s9 are translated and scaled shapes of s1 respectively. The data in table 2 
shows that the distances between s1-s9 are relatively small which verifies the invari-
ance of Zernike moments. 

An experiment has been conducted to evaluate the discriminating ability of Zernike 
moments. More than 400 irregular shapes are randomly chosen from real shoeprint 
images to form the database. Fig. 6 shows a small subset of the extracted testing 
shapes. The difference between each of the two shapes in Fig. 6 is presented in table 
3. Experimental data show that the distances between similar shapes are apparently 
smaller than the distances between unlike patterns, which proved Zernike moment to 
be powerful in shape discrimination. The recognition rate is around 98%. 

5   Conclusion 

In this paper, research has been done on shoeprint matching algorithms. The PSD 
value is calculated to match press down shoeprints and high quality spot shoeprints. 
In addition, considering the limitation of PSD method, we also provide a Zernike 
moments-based algorithm for shoeprint images with disordered background and 
blurred shoeprints. Compared with traditional techniques, our method is more appli-
cable since it can match shoeprints with any complex sole patterns and has no re-
quirements for the pre-processing of the image. Further more, it has a relatively low 
dependence on the operator.  
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Abstract. Shoeprints are one of the most commonly found evidences at
crime scenes. A latent shoeprint is a photograph of the impressions made
by a shoe on the surface of its contact. Latent shoeprints can be used for
identification of suspects in a forensic case by narrowing down the search
space. This is done by elimination of the type of shoe, by matching it
against a set of known shoeprints (captured impressions of many different
types of shoes on a chemical surface). Manual identification is laborious
and hence the domain seeks automated methods. The critical step in au-
tomatic shoeprint identification is Shoeprint Extraction - defined as the
problem of isolating the shoeprint foreground (impressions of the shoe)
from the remaining elements (background and noise). We formulate this
problem as a labeling problem as that of labeling different regions of a
latent image as foreground (shoeprint) and background. The matching
of these extracted shoeprints to the known prints largely depends on
the quality of the extracted shoeprint from latent print. The labeling
problem is naturally formulated as a machine learning task and in this
paper we present an approach using Conditional Random Fields(CRFs)
to solve this problem. The model exploits the inherent long range de-
pendencies that exist in the latentprint and hence is more robust than
approaches using neural networks and other binarization algorithms. A
dataset comprising of 45 shoeprint images was carefully prepared to rep-
resent typical latent shoeprint images. Experimental results on this data
set are promising and support our claims above.

1 Introduction

Approximately 30% of crime scene has usable shoeprints[2] left out by criminals.
It is known that the majority of crime is committed by repeat offenders. It
is common for burglars to commit a number of offences in the same day. The
latent prints (figure 1(b)) which we get from the crime scene can be used for
identification of suspects in a forensic case by narrowing down the search space.

As it would be unusual for an offender to discard their footwear between com-
mitting different crimes[1] timely identification and matching of shoe imprints
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(a) (b) (c)

Fig. 1. Examples of different types of prints (a) chemical print, (b) latent print and
(c) ground-truthed print. The image (c) is obtained by manually truthing the image
(b) and is used for training and testing.

allows various crime scenes to be linked. So we resort help from automated meth-
ods. G. Alexandre [8] proposed a semi-automatic scheme for classifying shoes for
burglars. Each sole is indexed with the type of patterns appearing in it e.g. circles,
squares, zig zags, etc. A problem with this method is that the spacial location
of the patterns are not coded and the shoe designs are becoming more complex
making descriptions tedious. C. Huynh [7] proposed a solution for classifying
shoes using fourier transform. Their database had known prints in which the ex-
traction of the shoeprint is easier than from latent images. For extraction of shoe
print from a latent print more complex work is required than just thresholding.
A Bouridane [1] and Maria Pavlou [9] too came up with classification methods,
but they too didn’t handle the problem of extraction of shoeprint from latent
images. The critical step in automatic shoeprint identification is Shoeprint Ex-
traction because the print region has to be identified in order to compare it with
the known print. An example of a known print is shown in figure 2. A known print
is obtained in a controlled environment by using a chemical foot stamp pad. The
impression thus formed are scanned. The shoeprint extraction problem can be
formulated as a image labeling problem. Different regions(defined later in section
5) of a latent image are labeled as foreground (shoeprint) or background. The
matching of these extracted shoeprints to the known prints largely depends on
the quality of the extracted shoeprint from latent print. The labeling problem is
naturally formulated as a machine learning task and in this paper we present an
approach using Conditional Random Fields(CRFs). Similar approach was used
for an analogous problem in handwriting labeling [3].The model exploits the in-
herent long range dependencies that exist in the latentprint and hence is more
robust than approaches using neural networks and other binarization algorithms.
Once the shoeprint has been extracted, the matching process is a task that is
common to other forensic fields such as fingerprints where a set of features are
extracted and compared. Our focus on this paper is only the shoeprint extraction
phase and it suffices to say that the matching problem can be accomplished by
using ideas from other forensic domains.
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The rest of the paper is organized as follows. Section 2 describes our dataset
and its acquisition. Section 3 described the CRF model followed by parameter
estimation in section 4. Features for the CRF model are described in section
5 followed by experimental results and conclusion in section 7 and section 8
respectively.

2 Dataset

The two types of images that we require are the latent prints and the
known(chemical) prints. The respective tasks of acquiring these are explained
further below. A total of 45 latent and known print pairs are acquired.

2.1 Latent Prints

Bodziac [6] describes the process of recovery of latent prints. People are made
to step on a powder and then on a carpet so that they leave their shoeprint on
the carpet. Then the picture of the print is taken with a forensic scale near to
the print. The current resolution of the image is calculated using the scale in the
image and then it is scaled to 100dpi.

2.2 Known Prints

Chemical print is the known print which is obtained by a person stamping on a
chemical pad and then on a chemical paper, which would leave clear print on a
paper. All Chemical prints are scanned into images of resolution 100dpi.

2.3 Ground Truthed

The latent images are manually segmented by labeling the shoeprint as white
and the background as black. These images (figure: 1(c)) are used to train and
test the models.

3 Conditional Random Field Model Description

The probabilistic model of the Conditional Random Field used is given below.

P (y|x, θ) =
eψ(y,x;θ)∑
y′ eψ(y′,x;θ)

(1)

where yi ∈ {Shoeprint, Background} and x : Observed image and θ :
CRF model parameters. It is assumed that a Image is segmented into 3X3 non-
overlapping patches. The patch size is chosen to be small enough for high reso-
lution and big enough to extract enough features. Then

ψ(y, x; θ) =
m∑

j=1

⎛
⎝A(j, yj ,x; θs) +

∑
(j,k)∈E

I(j, k, yj , yk,x; θt)

⎞
⎠ (2)
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The first term in equation 2 is called the state term(sometimes called Associ-
ation potential as mentioned in [5]) and it associates the characteristics of that
patch with its corresponding label. θs are called the state parameters for the
CRF model. Analogous to it, the second term, captures the neighbor/contextual
dependencies by associating pair wise interaction of the neighboring labels and
the observed data(sometimes referred to as the interaction potential). θt are
called the transition parameters of the CRF model. E is a set of edges that
identify the neighbors of a patch. We use 24 neighborhood model. θ comprises
of the state parameters,θs and the transition parameters,θt.
The association potential can be modeled as

A(j, yj ,x; θs) =
∑

i

(fi · θij)

where fi is the ith state feature extracted for that patch and θli is the state
parameter. The state features that are used for this problem are defined later in
section 5 in table 1. The state features, fl are transformed by the tanh function to
give the feature vector h. The transformed state feature vector can be thought
analogous to the output at the hidden layer of a neural network. The state
parameters θs are a union of the two sets of parameters θs1 and θs2 .

The interaction potential I(·) is generally an inner product between the tran-
sition parameters θt and the transition features ft. The interaction potential is
defined as follows:

I(j, k, yj , yk,x; θt) =
∑

l

(f l(j, k, yj , yk,x) · θt
l )

4 Parameter Estimation

There are numerous ways to estimate the parameters of this CRF model [4]. In
order to avoid the computation of the partition function we learn the parameters
by maximizing the pseudo-likelihood of the documents, which is an approxima-
tion of the maximum likelihood value. For this paper, we estimate the Maximum
pseudo-likelihood parameters using conjugate gradient descent with line search.
The pseudo-likelihood estimate of the parameters, θ are given by equation 3

ˆθML ≈ arg max
θ

M∏
i=1

P (yi|yNi ,x, θ) (3)

where P (yi|yNi ,x, θ) (Probability of the label yi for a particular patch i given
the labels of its neighbors, yNi), is given below.

P (yi|yNi ,x, θ) =
eψ(yi,x;θ)∑

a eψ(yi=a,x;θ)
(4)

where ψ(yi, x; θ) is defined in equation 2.
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Note that the equation 3 has an additional yNi in the conditioning set. This
makes the factorization into products feasible as the set of neighbors for the
patch form the minimal Markov blanket. It is also important to note that the
resulting product only gives a pseudo-likelihood and not the true likelihood.
The estimation of parameters which maximize the true likelihood may be very
expensive and intractable for the problem at hand.

From equation 3 and 4, the log pseudo-likelihood of the data is

L(θ) =
M∑
i=1

(
ψ(yi = a, x; θ) − log

∑
a

eψ(yi=a,x;θ)

)

Taking derivatives with respect to θ we get

∂L(θ)
∂θ

=
M∑
i=1

∂ψ(yi, x; θ)
∂θ

−
∑

a

P (yi = a|yNi , x, θ) · ∂ψ(yi = a, x; θ)
∂θ

(5)

The derivatives with respect to the state and transition parameters are described
below. The derivative with respect to parameters θs2 corresponding to the trans-
formed features hi(j, yj ,x) is given by

∂L(θ)
∂θiu

=
M∑

j=1

fi(yj = u) −
∑

a

P (yj = a|yNi , x, θ)fi(a = u) (6)

Here, fi(yj = u) = fi if the label of patch j is u otherwise fi(fj = u) = 0
Similarly, the derivative with respect to the transition parameters, θt is

given by

∂L(θ)

∂θt
lcd

=
M∑

j=1

∑
j,k∈E

fl(yj = c, yk = d) −
∑

a

∑
j,k∈Ecd

P (yj = a|yNi , x, θ)fl(a = c, yk = d)

(7)

5 Features

Features of a shoeprint might vary according to the crime scene. It could be
a powder on a carpet, mud on a table etc. So generalization of the texture of
shoeprint is difficult. So we resort to the user to provide the texture samples of the
foreground and background from the image. The sample size is fixed to be 15X15

Table 1. Description of the 4 state features used

State Feature Description
Entropy Entropy of the patch

Standard Deviation Standard deviation of the patch

Foreground Cosine Similarity Cosine Similarity between the patch and the foreground sample

Background Cosine Similarity Cosine Similarity between the patch and the background sample
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Table 2. Description of the transition feature used - The transition feature is computed
for a patch and its neighbor

Transition Feature Description
Cosine Similarity Cosine Similarity between the current

patch and the surrounding 24 patches

which is big enough to extract information and small enough to cover the print
region. There could be one or more samples of foreground and background. The
feature vector of these samples are normalized image histograms. The two state
features are the cosine similarity between the patch and the foreground sample
feature vectors and the cosine similarity between the patch and the background
sample feature vectors. The other two state features are entropy and standard
deviation (table 1). The transition feature is the cosine similarity between the
current patch and the surrounding 24 patches (table 2).

6 Inference

The goal of inference is to assign a label to each of the patches being considered.
The algorithm for inference uses the idea of Gibbs sampling[10].

1. Randomly assign labels to each of the patches in a document based on an
intuitive prior distribution of the labels.

2. Choose a patch at random and compute the probability of assigning each
of the labels using the model from the equation given below to obtain a
probability distribution p for the labels.

P (yi|yNi ,x, θ) =
eψ(yi,x;θ)∑
a eψ(yi=a,xθ)

(8)

3. Use Gibbs sampling to sample from this distribution p to assign a probable
label to the patch.

4. Repeat steps 2 and 3 until the assignments do not change. Store the set of
label assignments along with the probability distribution p.

5. Repeat steps 1-4, for a sufficient number of iterations in order to eliminate
the dependency on the initial random label assignments.

6. Consider the set of arrived assignments at step 4 in each of the iterations,
and for all the patches pick the labels with the maximum probability as the
final set of labels.

7 Experiments and Results

The shoeprint is converted into grayscale before processing. Segmentation is
done using Otsu, Neural Network and Conditional Random Fields. Both Neural
Network and Conditional Random Fields use the same feature set other than the
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(a) Known Im-
age

(b) Otsu (c) Neural Net-
work

(d) CRF Seg-
mentation

Fig. 2. Segmentation results from different methods. The left most image is the input
image and rest are the outputs from respective models. CRF seems to perform better
the the previous two.

Table 3. Segmentation Results

Segmentation Method Precision Recall F-Measure
Otsu 40.97 89.64 56.24

Neural Network 58.01 80.97 59.53

CRF 52.12 90.43 66.12

transition feature. The precision, Recall and F-measure is given in the table 3.
These measures are calculated by comparing the result image with its respective
ground truthed image (figure: 1(c)).

8 Conclusion

Performance of Otsu thresholding is not good if either the contrast between the
foreground and the background is less or the background is non homogeneous.
Neural Network seems to perform little better than the former by exploiting
the texture samples that the user provided. CRF tend to outperform both by
exploiting the neighborhood dependencies of the patches.
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Abstract. This paper describes how social identity group “fingerprints” can be 
extracted from a document collection by applying topic analysis methods in a 
novel way. The results of document classification experiments suggest that 
these group-level attributes provide better predictions of group affiliation than 
document-level attributes. Applications of this method for forensic authorship 
analysis are also discussed.  

Keywords: topic analysis, latent dirichlet allocation, document classification, 
authorship analysis. 

1   Introduction 

The identity of an individual or target group responsible for authoring a text document 
or message can be a critical piece of evidence in many criminal investigations [10]. 
Computational approaches to authorship analysis usually focus on structural charac-
teristics and linguistics patterns in a body of text [3]. While these approaches provide 
some important forensic capabilities, there remains a need for some way to discern 
the ideas and intentions conveyed in the text and use those qualities to help determine 
authorship [10]. 

Recently developed text analysis techniques may offer a feasible way to automati-
cally compute such a semantic representation of text. Generative probabilistic models 
of text corpora, such as Latent Dirichlet Allocation, use mixtures of probabilistic 
“topics” to represent the semantic structure underlying a document [1]. Each topic is a 
probability distribution over words and the gist or theme of a document is represented 
as a probability distribution over those topics. Studies suggest that topic models give a 
better account of the properties of human semantic memory than latent semantic 
analysis models which represent each word as a single point in a semantic space [5]. 

When considering how to use this capability for authorship analysis, it is important 
to recognize that many factors influence the ideas present in a document, even when 
that document has just a single author. In particular, factors related to social identity - 
such as age, gender, ideology, beliefs, etc. – play an important role in communication 
behaviors. If the attributes of these factors could be teased out of a document,  
they might provide a valuable “fingerprint” facilitating author analysis. This paper 
describes preliminary experiments on a computational approach to extracting such 
identity group fingerprints. 
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Our investigation of these ideas begins by focusing on the role of identity groups in 
the formation of collaborative networks associated with scientific publications. This is 
a good starting point because many of the social factors influencing the content of a 
scientific publication can be readily identified and there are large amounts of publi-
cally available data to work with. We describe how to characterize identity groups 
and compute identity group attributes in this domain. We also present experiments 
showing that the group attributes provide better predictions of the contents of docu-
ments published by group members than attributes derived from the individual docu-
ments. Finally, we demonstrate how the techniques developed to extract identity 
group attributes can be used more broadly for document classification in general. 

2   Identity Groups and Scientific Collaboration 

An important goal of studies examining the collaborative networks associated with 
scientific publications is to understand how collaborative teams of co-authors are 
assembled. What are the important social identity groups that influence the way teams 
are assembled to write a paper in this setting? Publication venues are visible manifes-
tations of some of those key social identity groups. People tend to publish papers in 
conferences where there is some strong relationship between their interests and the 
topics of the conference. Consequently, conference participants tend to have overlap-
ping interests that give them a meaningful sense of social identity. 

There are many attributes that might be useful for characterizing these social iden-
tity groups, ranging from the various social and academic relationships between indi-
viduals to the organizational attributes of professional societies and funding agencies. 
One readily available source of information about a group is the corpus of documents 
that have been collectively published by group members. Given such a document 
collection as a starting point, topics and frequently used keywords are an obvious 
choice as identity group attributes in this domain. The peer review system is a mecha-
nism that ensures published papers include enough of the topics and keywords con-
sidered acceptable to the group as a whole. Authors that do not conform to these 
norms and standards have difficulty getting their papers published, and have difficulty 
finding funding for their work. 

2.1   Topic Analysis  

If topics are considered to be the identity group attributes of interest, it is natural to 
turn to topic analysis as a way of identifying the attributes characterizing each group. 
Topic analysis techniques have proven to be an effective way to extract semantic 
content from a corpus of text. Generative probabilistic models of text corpora, such as 
Latent Dirichlet Allocation (LDA), use mixtures of probabilistic “topics” to represent 
the semantic structure underlying a document [1]. Each topic is a probability distribu-
tion over the words in the corpus. The gist or theme of a topic is reflected in selected 
words having a relatively high probability of occurrence when that topic is prevalent 
in a document. Each document is represented as a probability distribution over the 
topics associated with the corpus. The more prevalent a topic is in a document, the 
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higher its relative probability in that document’s representation. We use an LDA 
model of the scientific document collections in our research. 

An unsupervised Bayesian inference algorithm can be used to estimate the parame-
ters of an LDA model; that is, to extract a set of topics from a document collection 
and estimate the topic distributions for the documents and the topic-word distributions 
defining each topic. As illustrated in Figure 1, the algorithm infers a set of latent vari-
ables (the topics) that factor the word document co-occurrence matrix. Probabilistic 
assignments of topics to word tokens are estimated by iterative sampling. See [4] for 
more details. Once the model parameters have been estimated, the topic distribution 
for a new document can be computed by running the inference algorithm with the 
topic-word distribution fixed (i.e., use the topic definitions that have already been 
learned).  

W
o

rd
s

Topics

P(w|z)

W
o

rd
s

Topics
W

o
rd

s
Topics

P(w|z)

Documents

T
o

p
ic

s

P(z)

Documents

T
o

p
ic

s

Documents

T
o

p
ic

s

P(z)

Documents

W
o

rd
s

P(w)

Documents

W
o

rd
s

Documents

W
o

rd
s

P(w)
Inference

W
o

rd
s

Topics

P(w|z)

W
o

rd
s

Topics
W

o
rd

s
Topics

P(w|z)

Documents

T
o

p
ic

s

P(z)

Documents

T
o

p
ic

s

Documents

T
o

p
ic

s

P(z)

Documents

W
o

rd
s

P(w)

Documents

W
o

rd
s

Documents

W
o

rd
s

P(w)
Inference

 

Fig. 1. Inferring the parameters of an LDA topic model 

2.2   Document Classification 

If topics are indeed identity group attributes for publication venues viewed as social 
identity groups, then these attributes ought to distinguish one group from another 
somehow. Different groups should have distinguishable topic profiles and the topic 
profile for a document should predict its group. Document classification experiments 
can be used to verify that identity group influence on published papers is reflected in 
document topic profiles. 

The document descriptions derived from an LDA model are ideally suited to serve 
as example instances in a document classification problem. One outcome of estimat-
ing the parameters of an LDA model is that documents are represented as a probabil-
ity distribution over topics. Each topic distribution can be interpreted as a set of 
normalized real-valued feature weights with the topics as the features. Results in the 
literature suggest that these features induced by an LDA model are as effective for 
document classification as using individual words as features, but with a big advan-
tage in dimensionality reduction [1]. 

Regardless of what features we use, we would expect that documents from differ-
ent topic areas would be distinguishable in a document classification experiment. A 
more interesting question is whether or not one set of features provides more dis-
criminatory information than another. This is where our research hypothesis about 
group-level attributes becomes relevant. We hypothesize that in many cases the group 
identity is most effectively represented by group-level attributes. What are group-
level attributes associated with the document collections being considered here?  
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Fig. 2. Two ways to generate topic-based attributes for classifying documents 

The standard approach to using LDA is to compute topics for the entire corpus that 
account for the word co-occurrences found in each individual document. We view 
these topics as document-level attributes. Our modeling emphasis on identity groups 
led us to consider an alternative approach that focuses instead on word co-occurrences 
at the group level. A very simple procedure appears to make this possible, as illus-
trated in Figure 2. First we aggregate the documents affiliated with an identity group 
into a single mega-document. Then, we use LDA to compute topics for the resulting 
collection of mega-documents. Since the topics computed in this way account for 
word co-occurrences in the mega-documents, they are attributes of the group and not 
attributes associated with the individual documents. However, these group-level top-
ics can also be used as attributes to characterize each individual document, since all 
topics are represented as probability distributions over the same vocabulary of words. 
We hypothesize that the topics computed in this manner directly capture the attributes 
associated with each identity group as a whole and in some sense should be better 
than attributes derived from the word co-occurrences in individual documents. 

2.3   Document Classification Experiments 

In order to test this hypothesis, we conducted a document classification experiment in 
which topics extracted from an unlabeled body of text were used to predict the social 
identity group (that is, publication venue) of that document. The document collection 
for this experiment was selected from a dataset containing 614 papers published be-
tween 1974 and 2004 by 1036 unique authors in the field of Information Visualization 
[2]. The dataset did not include the full text for any of the documents, so we worked 
with the 429 documents in the dataset that have abstracts. The title, abstract and key-
words of each entry constituted the “bag of words” to be analyzed for each individual 
document. 

Several publication venues were represented here. We arbitrarily decided to con-
sider each venue having 10 or more publications in the dataset as an identity group. 
This requirement provided some assurance that enough information was available to 
determine useful topic profiles for each group. Papers that did not belong to a venue 
meeting this minimum requirement were lumped together into a default group called 
“Other”. Table 1 lists the identity groups and the number of documents associated 
with them. Given that the field of information visualization is itself a specialized 
identity group, it is not obvious that the smaller groups we specify here will have any  
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Table 1. The number of documents from each publication venue in the information visualization 
dataset 

106Other

10Advanced Visual Interfaces (AVI)

10Communications of the ACM (CACM)

12International Conference on Computer Graphics and Interactive Techniques (CGIT)

13IEEE Transactions

13IEEE Computer Graphics and Applications

17Symposium on User Interface Software and Technology (UIST)

21ACM CSUR and Transactions (TOCS,TOID,TOG)
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distinguishable properties. There is a strong topic interdependency among these 
groups, which makes for a challenging classification task. It is also not obvious that 
broadly inclusive groups like the IEEE Symposium on Information Visualization or 
the “Other” category will have any distinguishable properties since they include pa-
pers from all the relevant topic areas in the field. 

The selected documents were preprocessed to convert all words to lower case and 
remove all punctuation, single characters, and two-character words. We also excluded 
words on a standard “stop” list of words used in computational linguistics (e.g., num-
bers, function words like “the” and “of”, etc.) and words that appeared fewer than five 
times in the corpus. Words were not stemmed, except to remove any trailing “s” after 
a consonant. This preprocessing resulted in a vocabulary of 1405 unique words and a 
total of 31,256 word tokens in the selected documents. 

Two sets of topic features were computed from this collection: one from the set of 
individual documents and one from the set of aggregated mega-documents associated 
with each group. The optimal number of topics that fits the data well without overfit-
ting was determined using a Bayesian method for solving model selection problems 
[4]. The model with 100 topics had the highest likelihood for the collection of mega-
documents and the 200 topic model was best for the collection of individual docu-
ments. The resulting feature vector descriptions of each document were then used as 
examples for training classifiers that discriminate one identity group from another. 
Examples were generated by running the LDA parameter estimation algorithm over 
the words in a document for 500 iterations and drawing a sample of the topic distribu-
tion at the end of the run. We used a sparse representation for each example, only 
listing features which had a weight greater than the weight for a random choice. Ten 
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examples were generated for each document1, producing an overall total of 4290 
examples for each feature set. 

On each of ten runs of the experiment, a support vector machine classifier [6] was 
trained with a random subset of 75% of the examples, with the remaining 25% used 
for testing2. For each group, we trained a “one-versus-the-rest” binary classifier. This 
means that the examples from one class became positive examples while the exam-
ples from all other classes were treated as negative examples in a binary classification 
task. The overall solution to the multi-class problem is given by following the rec-
ommendation of the binary classifier with the highest classification score on a given 
test example. The support vector machine used a radial basis function kernel along 
with a cost factor to compensate for the unbalanced number of positive and negative 
examples. The cost factor weighs classification errors so that the total cost of false 
positives is roughly equal to the total cost of false negatives. For details about the cost 
factor, see [8]. 

Table 2. Results of the classification experiments on the information visualization dataset 
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The results of the document classification experiments are summarized in Table 2. 
Classification accuracy was computed by averaging over the ten independent runs. 
These results show that the group-level features produce a statistically significant 
improvement in overall classification accuracy over the document-level features on 
test data (88.7% accuracy versus 79.7% accuracy). Not surprisingly, the two most 
diverse classes (“IEEE Symposium on Information Visualization” and “Other”) had 

                                                           
1 Since the algorithm and representation are probabilistic, different runs will produce different 

feature vectors. The “true” feature vector can be thought of as a prototype that is most repre-
sentative of all possible sample vectors. 

2 More specifically, we used 10-fold cross validation with each fold independently chosen, a 
method sometimes referred to as random subsampling. 
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the worst classification performance. The confusion matrix data shows that most 
classification errors were due to erroneous assignments to one of these classes. 

These empirical results suggest that group-level attributes can provide better pre-
dictions of the contents of scientific documents published by group members than 
predictions based on attributes derived from the individual documents. This approach 
to document classification represents a modest step toward developing new ap-
proaches to modeling the effects of social identity groups on the behavior of individ-
ual members. 

3   Authorship Analysis 

Though the document classification approach based on topic analysis was designed to 
extract social identity group “fingerprints” from a document collection, it can be ap-
plied to a wide variety of document classification problems. The topic analysis does 
not depend on the existence of a social network of people who interact with each 
other3. The only requirement is that group or class labels are available for the docu-
ment collection used for training. 

In this section we show how our approach to document classification can be used 
in a setting that is relevant to forensic authorship analysis. We revisit a study [9] of 
how age and gender differences among bloggers are reflected in the writing style and 
content of blogs. 

3.1   Age and Gender Effects on Blog Data 

The Blog Authorship Corpus [9] was constructed using blogs collected from blog-
ger.com in August 2004. Each blog selected for the corpus contained at least 500 
words, including at least 200 occurrences of common English words, along with au-
thor-provided information about gender and age. From an initial collection of 46,947 
blogs, a subset was extracted that included bloggers in three age categories: “10s” 
(ages 13-17), “20s” (ages 23-27), and “30+” (ages 33-47). Blogs in the “boundary” 
age groups 18-22 and 28-32 were removed in order to facilitate more reliable age 
categorization. Within each age category, the gender distribution was equalized by 
randomly discarding excess blogs from the larger gender group, leaving 8,240 “10s” 
blogs, 8,086 “20s” blogs and 2,994 “30+” blogs. The final corpus consists of 19,320 
blogs containing 681,288 posts and over 140 million words (yielding approximately 
35 posts and 7250 words per blog). 

Schler et al. [9] used this corpus in a study that characterized differences in blogs 
based on style-related features and content-related features. Three types of style re-
lated features were considered: parts of speech (auxiliary verbs, pronouns, etc.); func-
tion words (frequently occurring English words such as “a”, “it”, “the”, “very”, etc.); 
and,  “blogs words” – such as lol - and hyperlinks. The content-related features were 
simple content words that had the highest information gain among the frequently 
appearing words in a category. These content words were often closely associated 
with some distinct theme or topic. For example, the words “mother”, “father”, and 
“kids” are related to the theme “family”. 
                                                           
3 Moreover, the attributes shared by the group do not need to be linked to social identity. 
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In order to show that these vocabulary features could be used to predict the age and 
gender of a blog’s author, Schler et al. constructed classification models for auto-
mated author profiling. Each blog was represented by a numeric vector whose entries 
were the frequencies, in that blog, of 502 style-related feature and 1000 content-
related features. A linear-threshold machine learning algorithm [7] was applied to 
these vectors to generate classification models for author age and author gender. Em-
pirical results show that these models can automatically classify unseen documents 
into the correct age category with an accuracy of 76.2% and identify the correct gen-
der with an accuracy of 80.1%. This suggests that the vocabulary features apparently 
do capture important differences in writing style and content that distinguish bloggers 
with different genders and in different age categories. 

3.2   Using Topic Analysis to Compute Age and Gender Attributes 

Instead of trying to carefully select a subset of words as features that will discriminate 
between various age and gender categories, an intriguing alternative is to make auto-
mated feature discovery part of the authorship analysis problem. Features extracted 
using topic analysis techniques reflect a coupling between style and content as indi-
cated by word co-occurrence patterns. This synergy may produce classification mod-
els with performance that is comparable to what can be obtained using hand-selected 
vocabulary features. 

In order to test this hypothesis, we applied our topic analysis methodology to the 
Blog Authorship Corpus. We followed the same procedure used for the Information 
Visualization dataset, generating a model of 100 topics for the age group-level attrib-
utes and a separate model of 100 topics for the gender group-level attributes. These 
models were derived from a vocabulary of 148,201 unique words and a total of 
26,048,869 word tokens in the corpus. Results show that these models can automati-
cally classify unseen documents into the correct age category with an accuracy of 
72.83% and identify the correct gender with an accuracy of 75.04%. This compares 
favorably with the results reported by Schler et al. that were based on a much larger 
number of hand-selected features. 

4   Summary 

This paper has shown how identity group “fingerprints” can be extracted from a 
document collection by applying topic analysis methods in a novel way. Empirical 
results on scientific publication data suggest that group-level attributes can provide 
better predictions of the contents of scientific documents published by group members 
than predictions based on attributes derived from the individual documents. This 
argues in favor of using group-level attributes for document classification. 

Experiments with blog data show that this document classification method can also 
be effective for forensic authorship analysis tasks. Besides providing good classifica-
tion accuracy, it has the added benefit of automatically inferring a good set of features 
that appear to account for both style-related and content-related differences in vocabu-
lary usage. This capability could be a useful supplement to forensic methods that 
incorporate other techniques such as linguistics and behavioral profiling. 
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Abstract. Recent years have seen an explosion in the number and scale of  
digital communities (e.g. peer-to-peer file sharing systems, chat applications 
and social networking sites). Unfortunately, digital communities are host to sig-
nificant criminal activity including copyright infringement, identity theft and 
child sexual abuse. Combating this growing level of crime is problematic due to 
the ever increasing scale of today’s digital communities. This paper presents an 
approach to provide automated support for the detection of child sexual abuse 
related activities in digital communities. Specifically, we analyze the character-
istics of child sexual abuse media distribution in P2P file sharing networks and 
carry out an exploratory study to show that corpus-based natural language 
analysis may be used to automate the detection of this activity. We then give an 
overview of how this approach can be extended to police chat and social net-
working communities. 

Keywords: Social Networks; P2P; Network Monitoring; Natural Language 
Analysis; Child Protection. 

1   Introduction 

Social networking sites, chat applications and peer-to-peer (P2P) file sharing systems 
support millions of users and have redefined how people interact on the Internet. 
Millions of people use social networking sites such as MySpace [1] and chat applica-
tions such as MSN messenger [2] to support their personal and professional commu-
nications creating so-called digital communities. Similar communities have been 
created in P2P file sharing systems, such as Gnutella [3], which enables the decentral-
ised sharing of files free from control or censorship by third parties. 

As the scale of digital communities and their importance to society grows, there is 
a strong tendency for them to reflect real communities with the infiltration of criminal 
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activities. For example, social networking sites have given rise to the phenomenon of 
‘cyber-stalking’ [4] while chat applications have been used by paedophiles to support 
online victimisation, such as the ‘grooming’ of children [5]. Similarly, P2P file shar-
ing systems have been implicated in both copyright infringement and the distribution 
of material related to child sexual abuse [6]. Digital communities, therefore, present 
two major and related challenges to law enforcement: 

1. Digital communities provide new and easier ways for criminals to organise. 
An example of this is the ability of paedophiles to formulate ad-hoc networks 
to exchange child sexual abuse media and, even more seriously, to plan child 
sexual abuse activities.  

2. The extremely large scale of digital communities coupled with rapidly evolv-
ing underlying protocols renders pro-active manual policing (analogous to  
police patrols in the physical world) infeasible. This can leave children and 
vulnerable adults exposed to significant risk. 

This paper focuses on advancing methods for safeguarding children in digital 
communities and argues that effective pro-active policing of digital communities 
requires the use of automated language analysis techniques. These techniques, in-
spired by the fields of computational and corpus-based linguistics, can be used to help 
law enforcement agencies to identify: 

i. Criminal activity. 
ii. Evolving and emergent criminal terminology. 

iii. Child predators masquerading as children.  

To illustrate the scale of this problem, we perform an analysis of the scale and 
characteristics of the distribution of child sexual abuse media on P2P file sharing 
systems. Our study reuses tracing data collected and reported on in a previous study 
[6], however the analysis reported here is new and focuses specifically on child sexual 
abuse. We then describe an exploratory study involving the classification of emerging 
criminal terminology using natural language analysis. Finally, we discuss how this 
approach could be extended to support the policing of chat and social networking sites 
in order to prevent paedophiles using these systems to victimise children. While, in 
this paper, we focus on tackling paedophilia in digital communities, the techniques 
can be expanded to other criminal activities, for instance, to identify terrorists recruit-
ing impressionable youth or organising attacks through digital communities. 

The remainder of this paper is structured as follows: section 2 provides an over-
view of the prevalent digital communities of today. Section 3 introduces the back-
ground to our natural language analysis approach and its application to the policing 
of digital communities. Section 4 presents an analysis of the scale and characteristics 
of the distribution of child-abuse media on P2P file sharing systems. Section 5 
evaluates the effectiveness of natural language analysis to automate the identification 
of child-abuse media. Section 6 provides a discussion on how natural language 
analysis can also be used to support the pro-active policing of chat and social net-
working sites for various criminal activities, and section 7 concludes and highlights 
areas of future work. 
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2   Digital Communities 

Today’s major digital communities include: P2P file sharing systems, chat applica-
tions and social networking sites. We first review the existing evidence of criminal 
activity in these communities and subsequently highlight the policing challenges. 

2.1   P2P File Sharing  

Peer-to-peer file sharing systems use the bandwidth and disk space of home or office 
computers to maintain a distributed online library of files. Any P2P user may directly 
share files with any other user, in a largely anonymous and censorship-resistant way. 
P2P has revolutionised how people use the Internet to communicate, empowering 
users to produce and distribute content free from any form of control or censorship by 
third parties. Today it is widely accepted that P2P applications (for example, Gnutella 
[3] and Bittorrent [7]) are responsible for the vast majority of internet traffic [8]. 

Unfortunately, this perceived anonymity has led to wide-spread illegal behaviour, 
most notably the use of P2P file sharing systems to distribute illegal content. Current 
research suggests that 90% of all material on P2P file sharing networks is copyrighted 
[9]. Likewise a recent study [6] showed that 1.6% of searches and 2.4% of search-
responses on the Gnutella P2P network relate to illegal sexual content such as images 
of child sexual abuse. These levels equate to hundreds of searches for illegal images 
per second. While this work illustrates the significant scale of this problem, it also 
shows that the distributors of such material tend to form sub-communities, which do 
not interact with the broader P2P community. 

2.2   Chat Applications 

In a similar vein to P2P, chat applications have had a dramatic impact on how people 
communicate. Although chat software has existed for decades in guises such as IRC 
[10], it is only within the last ten years that chat applications have become adopted by 
mainstream Internet users. This is perhaps best illustrated by Instant Messenger appli-
cations such as MSN [2] and Skype [11] that are now common tools in both the home 
and workplace. 

As chat applications have become popular, they have also become a means to sup-
port criminal activities. Their growing use by children and young people has given 
paedophiles a new means to target children (for example, [12]), or even to locate 
other paedophiles and plan paedophilia-related activities (for example, [13]).  

2.3   Social Networking Sites  

Social networking sites such as MySpace [1] and Facebook [17] are the newest form 
of digital community to be adopted by mainstream computer users, and like chat and 
P2P file sharing applications, participation is expanding quickly⎯ in June 2007 “So-
cial Media Today” reported that Facebook alone had 25 million users [18]. As of 
April 2008, Facebook claims to support 70 million users [34]. As with chat and P2P 
systems, the growth of this type of digital community has created opportunities for 
criminal behaviour. Users of social networking sites are particularly vulnerable as 
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these sites allow individuals to rapidly expand their social network to include  
un-vetted strangers. Furthermore, the tendency of some users to post personal infor-
mation such as their real-world address, school/job and telephone number allows 
cyber-criminals unprecedented access to potential victims. In particular, this has been 
exploited by cyber-stalkers [19], who use personal information along with the access 
that social networking sites provide to harass their victims (for example [20]). While 
cyber-stalking has been recognised as an offence that can be prosecuted under a range 
of existing legislation (such as the UK Protection from Harassment Act, 1997), diffi-
culties arise from the variable range of legislation in countries across the world. So-
cial networking sites are also used by paedophiles as another avenue through which to 
approach children. For example, paedophiles have been observed masquerading as 
children in order to initiate contact with their victims [21]. While there is a need to 
educate users of social networking sites about protecting their personal data, there is 
also an urgent need for effective policing of these communities to protect vulnerable 
users, for example, children. 

2.4   Problems Inherent in Policing Digital Communities 

Efforts to combat the concerns highlighted above have been reflected by the forma-
tion of the Virtual Global Taskforce (VGT) [14], the launch of organisations such as 
the Child Exploitation and Online Protection centre (CEOP) in the UK [15], and the 
introduction of legislation to criminalise the 'grooming' of children in chat rooms [16]. 
However, law enforcement agencies policing digital communities in order to detect, 
prevent and prosecute criminal activity on these systems face three major challenges: 

 Dealing with large volumes of data: With millions of users, digital communities 
generate vast amounts of data, which makes manual analysis infeasible. 

 Identifying criminal activity: Criminals such as paedophiles often develop their 
own vocabulary of terms to disguise their activities. 

 Identifying masquerading users: In most digital communities, the creation of fake 
user identities is trivial, allowing criminals to evade detection (e.g. paedophiles 
posing as a children to contact their victims).  

Critically, the very characteristic of these digital communities - that is, the lack of 
routine feedback such as body language, tone of voice or facial expressions [4], ham-
pers policing and inevitably puts greater emphasis on language use, which can, in 
turn, be used to aid policing. Specifically, we propose that internet policing problems 
may be tackled more effectively through automated natural language analysis of traf-
fic originating from digital communities. 

Such an approach can identify likely criminal activity amongst the huge volumes 
of innocent interactions occurring in digital communities and furthermore, through the 
use of language profiling, make it possible to detect paedophiles pretending to be 
children and other masquerading users (such as cyber-stalkers using fake personas). A 
brief overview of our natural language analysis approach and its application to detect-
ing and preventing crime in digital communities is provided next. For more details on 
the set of natural language tools and techniques we deploy for the purpose, interested 
readers are referred to [33]. 
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3   Natural Language Analysis 

Existing work on policing online social networks has focused primarily on the moni-
toring of chat and file sharing systems. Chat policing software for home use such as 
Spector Pro [29], Crisp [30] and SpyAgent [31] allow the logging of online conversa-
tions, but are restricted in that they need to be installed on the actual PC that is being 
policed. In terms of language monitoring capabilities, the existing chat policing soft-
ware tools rely on human monitoring of logs or simple-minded word or phrase detec-
tion based on user-defined lists. Such techniques do not scale. Nor do they enable 
identification of adults masquerading as children or support pro-active policing. 

Techniques do exist which make use of statistical methods from computational  
linguistics and corpus-based natural language processing to explore differences in 
language vocabulary and style related to the age of the speaker or writer. Keyword 
profiling [22], exploiting comparative word frequencies, has been used in the past to 
investigate the differences between spoken and written language [23], British and 
American English [24], and language change over time. Rayson [25] extended the 
keywords methodology to extract key grammatical categories and key domain con-
cepts using tagged data in order to make it scalable. The existing methodologies draw 
on large bodies of naturally occurring language data known as corpora (sing. corpus). 
These techniques already have high accuracy and are robust across a number of do-
mains (topics) and registers (spoken and written language) but have not been applied 
until now to uncover deliberate deception. The second relevant technique is that of 
authorship attribution [26]. The current methods [27] would allow a narrowing in 
focus from the text to the individual writer in order to generate a stylistic fingerprint 
for authors.  

Our particular focus in this paper is file sharing systems where filenames and 
search terms reflect specialised vocabulary which changes over time. Using a fre-
quency profiling technique, we can find popular terms within the search query corpus. 
Known terms such as high frequency words normally expected within a general lan-
guage corpus (e.g. the, of, and, a, in) can be eliminated either manually or by using a 
list of ‘stop words’, a technique often used in information retrieval. From this list 
emergent unclassified terminology may be identified, and through association classi-
fied, allowing for the detection of emergent criminal terminology. 

Section 4 first explores the scale and characteristics of the distribution of child 
sexual abuse related media on P2P file sharing networks. Section 5 then explores 
the use of natural language analysis to terminology emerging from this deviant  
sub-community. 

4   Child Sexual Abuse Media Distribution on File Sharing 
Networks 

Our previous research has shown that P2P file sharing networks, and specifically 
Gnutella, are a major vector for the distribution of illegal sexual material [6]. We now  
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revisit our experiments on the Gnutella P2P file sharing network in order to specifi-
cally analyze the extent to which this system is used to distribute media related to 
child sexual abuse. Section 4.1 presents our experimental methodology and section 
4.2 presents our results. 

4.1   Experimental Methodology 

Gnutella is an open protocol designed to support the discovery and transfer of files 
among its users. In technical terms, the Gnutella protocol builds an unstructured, 
decentralized network where peers are required to forward network maintenance and 
file discovery messages, and to share files on the network. File discovery on Gnutella 
uses two message types. ‘QUERY’ search messages that are broadcast on the network 
with an XML or plain text search term to discover files. Plain text/XML ‘QUERY-
HIT’ search-response messages are used to inform a searching peer that a matching 
file is available. Thus by connecting to the Gnutella network and intercepting and 
analyzing QUERY and QUERYHIT messages we can explore what files users are 
searching for, and offering respectively. 

In our previous experiment to quantify the level of resource discovery traffic that 
relates to illegal sexual material [6] we gathered a one month trace of Gnutella traffic 
(between February 27th and March 27th 2005). Two independent reviewers then 
analysed 10,000 search and search-response messages from three separate days within 
our trace (5th, 12th and 19th March), classifying them as relating to either illegal sex-
ual material or other material. Our approach was to classify messages as relating to 
illegal pornographic material if they could only be interpreted as referring textually to 
such material. We found that an average of 1.6% of searches and 2.4% of search re-
sponses contained references to such material. 

We have since revisited this data in order to analyze the level of resource discovery 
traffic that relates specifically to child sexual abuse. Once again, two independent 
reviewers analyzed three samples of 10,000 search and search-response text messages 
from the 5th, 12th and 19th March 2005. The results of our experiments are provided 
in section 4.2. As with our previous experiments, the understanding that can be pro-
vided through an analysis of meta-data is limited – while our results do show that the 
level of resource discovery traffic relating to illegal sexual material, there is no way to 
know whether these searches were generated deliberately or in error. Nor is it possible 
to know whether a user performing such a search found and/or downloaded the corre-
sponding material. Thus the analysis of resource discovery traffic provides a useful, 
but imperfect measure of the extent to which P2P file sharing networks are used to 
distribute material relating to child sexual abuse. Section 4.2 presents the results of 
our experiments. 

4.2   Level of Child Sexual Abuse Related Resource Discovery Traffic on 
Gnutella 

The results of the two independent reviewers’ traffic classifications are shown in 
tables 1a and 1b: 
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Table 1a. Reviewer 1, Child-Abuse Related Resource Discovery Traffic 

 5th March 12th March 19th March 
Search Messages 0.9% (90) 1.55% (155) 0.81% (81) 

Search Responses 1.59% (159) 1.83% (183) 1.25% (125) 

Table 1b. Reviewer 2, Child-Abuse Related Resource Discovery Traffic 

 5th March 12th March 19th March 
Search Messages 0.90% (90) 1.4% (140) 0.86% (86) 

Search Responses 1.59% (159) 1.9% (190) 1.38% (138) 

It can be seen that there is a high degree of correlation between the independent re-
viewers’ classifications: 

 An average of 1.07% of the search message sample was classified as relating to 
child sexual abuse. The minimum value we observed was 0.81% on March 19th, 
rising to 1.55% on March 12th. The standard deviation between samples was 
0.32%. 

 An average of 1.59% of the search responses relate to child sexual abuse. The 
minimum value observed was 1.25% on March 19th, rising to 1.9% on March 12th. 
The standard deviation was 0.25%. The higher level of search responses that con-
tain references to child sexual abuse arises because search responses list multiple 
files. 

Given the large scale of the Gnutella network, this equates to thousands of  
child-abuse related searches and search responses per minute, suggesting that P2P file 
sharing systems and Gnutella specifically are a major vector for this material. Unfor-
tunately, a major problem in identifying the presence of child-abuse related media is 
the use of domain-specific terminology by paedophiles.  Our trace data was further 
analysed by domain experts for the presence of non-standard child abuse terminology. 
We found that, on average 53% of searches and 88% of responses used such lan-
guage. Section 5 discusses and evaluates the use of natural language analysis to iden-
tify such terminology emerging from criminal sub-communities. 

5   Identifying Child Sexual Abuse Media Using Natural Language 
Analysis 

This section introduces a simple scheme to detect and classify emerging terminology 
related to the distribution of child sexual abuse media. Section 5.1 describes our ex-
perimental methodology. Section 5.2 reports on our results. Finally section 5.3 dis-
cusses how this process may be fully automated. 
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5.1   Experimental Methodology 

These experiments were performed using our Gnutella trace data [6] and assess the 
viability of using association to classify previously unknown terminology relating to 
child sexual abuse media. The classification process was performed in a semi-
automated fashion by 10 volunteers with no domain-specific knowledge (i.e. links to 
child-protection services, law-enforcement agencies or related criminal convictions). 
Our hypothesis is that by identifying non-standard search words that have a high 
popularity and providing context by showing complete search phrases that contain 
these words, we can significantly improve the accuracy of manual catagorisation. A 
complete list of the search words being categorized can be obtained by emailing the 
authors (due to their sensitive nature they are not reproduced here). 

Firstly, our natural language analysis tool (Wmatrix [28]) was used to create a  
frequency-ranked list of the 1000 most popular search words. From this list, the top 5 
non-standard language search words were extracted for non-child sexual abuse related 
material and the top 5 non-standard language words were extracted for child sexual 
abuse related material. Each volunteer in our test-group was then asked to classify these 
words as either (i) related to child sexual abuse or (ii) unrelated to child sexual abuse. 

Following this ‘blind’ classification of terminology, each volunteer took part in a 
semi-automated process wherein association with complete search phrases was used 
to suggest the meaning of the unknown search terms. Specifically, each volunteer was 
presented with 10 complete search phrases containing the unknown term that were 
selected at random from our trace data. Each volunteer then reclassified every term 
based on its appearance with known (English) language words contained in the search 
phrases presented. Section 5.2 describes the results of this experiment and section 5.3 
describes how the process may be further automated in order to improve efficiency 
and scalability. 

5.2   Experimental Results 

Table 2 shows the results of the initial blind catagorisation and subsequent catagorisa-
tion via association with complete search terms. It can be seen that blind catagorisation 
of child-abuse related media had an average success rate of only 42%, while classifica-
tion through association more than doubled the success rate to 94%. Firstly, this shows 
that natural language analysis can provide significant benefits for identifying emergent 
terms. Secondly, it illustrates that the association with previously classified language is 
a promising approach to supporting the classification of new terminology. 

Table 2. Use of Association to Improve Classification of Child Sexual Abuse Related Terms 

 Anonymous Reviewer 

 1 2 3 4 5 6 7 8 9 10 

Success of blind catagorisation (%). 
 

40 40 20 60 60 0 40 40 80 40 

Success of catagorisation with 
association (%). 

80 100 100 100 100 80 100 100 100 80 
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The results of this experiment are shown graphically in Figure 1 below. It can be 
seen that the ability of test subjects to blindly classify child sexual abuse related ter-
minology varied considerably - from 0% for reviewer 6 to 80% for reviewer 9. In all 
cases the use of association improved the subjects’ ability to correctly classify terms – 
by an average of 52%. 
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Fig. 1. Use of Association to Classify Child Sexual Abuse Related Terms 

5.3   Automating the Detection and Classification of New Terminology 

In order to automate the detection of new terminology, we can supplement the fre-
quency profiling technique above with comparative frequency analysis. This tech-
nique compares the frequency profile generated from search terms to a frequency 
profile built from a reference corpus of general English. For each word in the profile, 
a log-likelihood (LL) statistical test is performed which estimates the significance of 
the difference in its frequency between the search term corpus and the reference cor-
pus [32]. A larger LL value indicates that the difference in relative frequencies ob-
served is larger and less likely to occur by chance. Therefore by sorting the resulting 
comparative profile on the LL value, we could find the most overused words in the 
search term corpus relative to an English standard reference. These key words appear-
ing at the top of the list are most likely to be domain-specific words. This technique 
could be further extended by maintaining a monitor corpus of search terms consisting 
of trace data over the last 24 hours or 7 days, and using this as a reference corpus 
instead of the general English dataset. This would improve the extraction of novel 
terminology and enable the monitoring of short-term trends in search terms. 

For classification of new terminology, we can exploit computer techniques that 
mirror the activities of the human volunteers during in the second stage of our  
xperiment. The extra information provided by viewing example terms in context  
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provides evidence for the reader to make an educated guess at the meaning of an un-
known term. A technique from corpus linguistics called collocation provides a way of 
calculating the strength of association between one word and others in the surround-
ing context. Pairs of words with high collocation scores occur significantly more often 
together than would be expected by chance based on their individual frequencies. 
Thus, if we find that an unknown word regularly collocates with other words that are 
known to be related to child-abuse media, we can make the assumption that the un-
known word is also specific to that domain. This has the potential to more quickly 
identify emerging terminology and enhance the effectiveness of policing. 

6   Discussion: Applying Natural Language Analysis to Chat and 
Social Networking Systems 

The case for supporting the policing of chat and social networking systems is even 
more compelling than the case for supporting the policing of P2P file sharing systems. 
While P2P file sharing systems are a major vector for the distribution of existing 
media relating to child sexual abuse, chat and social networking systems are actively 
used to support the perpetrators of abuse. As such, supporting the pro-active policing 
of these systems is critical to preventing future crimes. 

Fortunately, natural language analysis also holds significant promise for supporting 
the policing of chat and social networking systems. Domain-specific language relating 
to child abuse is largely unused except by those involved with the distribution of child 
abuse related materials. Thus, the detection of this language in chat rooms or on so-
cial-networking sites (e.g. its use by paedophiles planning a crime) may be used by 
law enforcement bodies to better target their limited manual policing resources. 

In cases where paedophiles are masquerading as children on social networking or 
chat systems (e.g. to gain access to a child), the use of domain specific terminology is 
unlikely. In such cases, natural language analysis may still be employed to discover 
masquerading paedophiles. This requires the establishment and extension of corpora 
of child and adult language in chat rooms. Comparing samples of observed chat lan-
guage with these corpora using the techniques described in section 3 may provide 
some clues to adults masquerading as children in terms of their vocabulary usage. 
However, we expect to have to extend these techniques to grammatical profiles in 
order to identify stylistic clues to deceptive language. 

In either case the monitoring of digital communities also necessitates the develop-
ment of new tracing functionality to support the establishment and extension of nec-
essary corpora along with policing. For those digital communities which utilise peer-
to-peer communication protocols, our existing monitoring approaches can be readily 
adapted [6]. However, those systems which use a more centralised communications 
infrastructure will necessitate the investigation of approaches similar to those used to 
implement web-based data mining [35]. 

7   Conclusions and Future Work 

This paper has argued that natural language analysis is a promising approach to sup-
port the policing of digital communities. To illustrate the critical need for policing 
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support, we first analysed the scale and characteristics of the distribution of child 
sexual abuse media on the Gnutella P2P file sharing network, finding that more than 
1% of search messages and 1.5% of search-response messages relate to this material.  
We then showed that natural language analysis can be used in a semi-automated 
methodology to identify non-standard language used by those distributing child abuse 
media. Finally, we discussed how such an approach can be automated and applied 
across other digital communities such as chat and social networking systems. 

The work presented here uses one of a number of techniques from corpus-based 
linguistics that we intend to trial in our approach to supporting the detection and clas-
sification of unknown vocabulary in chat and social networking systems. In future 
work we aim to: (a) to integrate the statistically sophisticated but knowledge-poor 
techniques from authorship attribution (that operate on one person’s language) with 
linguistically-informed approaches in key domain analysis (that operate at the level of 
language of groups), and (b) to develop novel methods that are capable of detecting 
adults masquerading as children within the constraints of small amounts of language 
evidence, in the region of hundreds rather than thousands of words, that are observed 
in chat room data. Detection of unknown vocabulary is a relatively straightforward 
issue (comparable to a spell checker using a full form dictionary), but the task of 
classification of the unknown terms will require novel extension of techniques such as 
unsupervised word sense disambiguation where we will investigate exploitation of 
regular collocation with known domain vocabulary to seed the technique. 

Any form of monitoring also raises ethical considerations. When extending and 
applying our monitoring approach to digital communities, such ethical issues will also 
be considered. This is important not only in respect of the abuse of children and the 
protection of the system developers, but also to the privacy of digital community 
members. The level of monitoring needs to be carefully and clearly explained to digi-
tal community members for them to accept the proposed approach. Part of the re-
search performed will involve examining ethical issues and ensuring such issues are 
addressed throughout the development life-cycle of the monitoring approach.  
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Abstract. Text data, which are represented as free text in World Wide Web 
(WWW), are inherently unstructured and hence it becomes difficult to di-
rectly process the text data by computer programs. There has been great in-
terest in text mining techniques recently for helping users to quickly gain 
knowledge from the Web. Text mining technologies usually involve tasks 
such as text refining which transforms free text into an intermediate represen-
tation form which is machine-processable and knowledge distillation which 
deduces patterns or knowledge from the intermediate form. These text repre-
sentation methodologies consider documents as bags of words and ignore  
the meanings and ideas their authors want to convey. As terms are treated as 
individual items in such simplistic representations, terms lose their semantic 
relations and texts lose their original meanings. In this paper, we propose a 
system that overcomes the limitations of the existing technologies to retrieve 
the information from the knowledge discovered through data mining based on 
the detailed meanings of the text. For this, we propose a Knowledge represen-
tation technique, which uses Resources Description Framework (RDF) meta-
data to represent the semantic relations, which are extracted from textual web 
document using natural language processing techniques. The main objective 
of the creation of RDF metadata in this system is to have flexibility for  
easy retrieval of the semantic information effectively. We also propose an ef-
fective SEMantic INformation RETrieval algorithm called SEMINRET algo-
rithm. The experimental results obtained from this system show that the com-
putations of Precision and Recall in RDF databases are highly accurate when 
compared to XML databases.  Moreover, it is observed from our experiments 
that the document retrieval from the RDF database is more efficient than the 
document retrieval using XML databases.  

Keywords: Semantic relations, SEMINRET algorithm, Text mining, Resources 
Description Framework (RDF), Information Extraction (IE), Part-Of-Speech 
(POS) tag Intelligent Information Retrieval. 

1   Introduction 

Information Extraction (IE) [2] is a process, which takes unseen texts as input and 
produces unambiguous data in fixed-format as output. It involves processing text to 
identify selected information, such as particular named entity or relations among them 
from text documents. Named entities include people, organizations, locations and so 
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on, while relations typically include physical relations (located, near, part-whole, 
etc.), personal or social relations (business, family, etc.), and membership (employ-
staff, member-of-group, etc.).  

With the explosive growth of the World Wide Web, we face an increasing amount 
of information resources, of which most are represented in free text [1]. Huge vol-
umes of data can be accumulated beyond databases and data warehouses. Typical 
examples include the data streams, where data flow in and out like streams, as in ap-
plications like video surveillance, telecommunication, and sensor networks. The ef-
fective and efficient analysis of data in such different forms becomes a challenging 
task. The abundance of data, coupled with the need for powerful data analysis tools, 
has been described as a data rich but information poor situation.  

Conventional systems use XML for representing web data. However, XML based 
representation has a number of limitations. Therefore it is necessary to use a better 
representation technique than the conventional XML format. Resources Description 
Framework (RDF)[1], proposed by the World Wide Web Consortium (W3C), is a 
language specification for modeling machine-processable and human-readable seman-
tic metadata to describe Web resources on the Semantic Web. The basic element of 
RDF is RDF statements, which are triplets in the form of <subject, predicate, object>. 
An RDF statement can express that there is a relation (represented by the predicate) 
between the subject and the object.  

Hence in this paper, we propose the use of RDF format for effective representation 
and manipulation of text data. The extracted semantic relations have been obtained in 
RDF Meta data form, since the RDF model is the canonicalization of a (directed) 
graph, and thereby it has all the advantages (and generality) of structuring information 
using graphs. Moreover, the RDF Meta data has the features, which includes common 
exchange syntax, handling partial information and consistency. From the RDF  
metadata, we can retrieve the semantic information effectively rather than the XML 
databases. The main difference between RDF and XML is that RDF has a higher ab-
straction level and RDF is an application of XML to represent metadata. Moreover, 
XML has a ordered tree like structure against the graph structure of RDF. At semantic 
level, in XML the information about the data is part of the data; in contrast RDF ex-
presses explicitly the information about the data using relations between entities. An 
important advantage of RDF is its extensibility in both schema and instance level. In 
this paper, first we present a systematic approach and then explain how we have im-
plemented an SEMINRET algorithm for semantic information retrieval from textual 
content. The rest of the paper is organized as follows. Section 2 explains the related 
works of the extraction of semantic relation from text documents. Section 3 depicts 
the proposed system architecture and their functionalities. Section 4 explains the  
implementation details of the semantic information retrieval algorithm. Section 5  
describes the results discussion and comparative analysis for the proposed system. 
Finally, Section 6 concludes this paper with future research. 

2   Related Works 

There are many works in the literature that deal with Information Retrieval and Ex-
traction. Among them, Zhou et al [3] introduced a technique for information retrieval 
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using diverse lexical, syntactic and semantic knowledge for feature-based relation 
extraction using SVM. The feature subsystem covers word, entity type, overlap, base 
phrase chunking, dependency tree and parse tree, together with relation-specific se-
mantic resources, such as country name list, personal relative trigger word list. Their 
results show that the feature- based approach outperforms tree kernel-based ap-
proaches, achieving 55.5% F- measure in relation detection and classification on the 
ACE2003 training data. 

Ting Wang et. al [4] investigated a SVM-based classification for relation extraction 
and explored a diverse set of NLP features including Part-Of-Speech (POS) tag, entity 
subtype and class features, entity mention role features and general semantic features 
which all contribute to performance improvements. They also investigated the impact 
of different types of feature and different relation levels. N.Guarino, C.Masolo and 
G.Vetere [5] have proposed that representing the semantic relations by full conceptual 
graph standard, which is complex for large-scale applications. However, only simpli-
fied conceptual graphs are used in many existing practices in order to reduce the 
complexity. 

A novel technique presented in [1] takes the mined results as input and produce a 
set of actions that can be applied to transform customers from undesirable classes to 
desirable ones. For decision trees, they have considered two broad cases. The first 
case corresponds to unlimited resources, and the second case corresponds to the lim-
ited resource-constraint situations. In both cases, their aim is to maximize the ex-
pected net profit of all the customers. Moreover, they have found a greedy heuristic 
algorithm to solve both problems efficiently and presented an ensemble-based deci-
sion-tree algorithm that use a collection of decision trees, rather than a single tree, to 
generate the actions. They show that the resultant action set is indeed more robust 
with respect to training data changes. 

Sesame [16] acts as a backend for information storage and retrieval. WordNet is 
used for information regarding English language terms, while TAP [17] lends the sys-
tem an understanding of common entities and helps determine their relation to the 
information stored in WordNet. Sesame is an open source semantic database that con-
tains support for both schema inference and querying. It was chosen as the database 
because of its flexibility in terms of store and access methods in addition to its speed. 
TAP is quite similar to WordNet but with a differing focus, whereas WordNet con-
tains dictionary terms. Moreover, TAP contains numerous real world entities ranging 
from people and places to even some of the more recent electronic devices. Combin-
ing these two knowledge bases allows the system to have an inbuilt understanding of 
an entity. 

Current web information retrieval is based on the keyword search that has many 
well-known limitations. The reason is that most of web documents are in human-
oriented formats (HTML, PDF, RTF etc.), which are suitable for the presentation, but 
machines cannot understand the meaning of published information. The semantic web 
technologies are capable of describing a meaning of web page information in a ma-
chine-understandable way. The semantic web [18] is meant to be an extension of the 
current web, in which existing web documents are annotated by machine-
understandable metadata. T. Berners-Lee, J. Hendler, and O. Lassila, [6] described 
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Resources Description Framework (RDF) as a language specification for modeling  
machine-processable and human-readable semantic metadata to describe Web re-
sources on the Semantic Web. An RDF statement can express that there is a relation 
(represented by the predicate) between the subject and the object. In [7], Berners-Lee 
further illustrated that RDF can be interworkable with conceptual graphs, [8],[9], 
which serve as an intermediate language for translating natural languages into com-
puter-oriented formalisms. Resource Description Framework (RDF) [10] is a specifi-
cation proposed by the World Wide Web Consortium (W3C) for describing and  
interchanging semantic metadata. The basic element of RDF is RDF statements, each 
consisting of a subject, a predicate, and an object. RDF is mainly a language specifi-
cation addressing syntactical aspects. In this research work, RDF Schema [11] 
(RDFS) is further proposed to define RDF vocabularies for constructing RDF  
statements. In this work, we use RDF and RDFS to encode concepts and semantic 
relations which are extracted from textual Web content. Using NLP to derive Meta 
language features has been shown to benefit IE results [12]. Features, which have 
been used for relation extractions, include word, entity type, mention level, overlap, 
chunks, syntactic parse trees, and dependency relations [13] [14] [15]. 

In this paper, we propose an intelligent system for effective semantic information 
retrieval from the text documents, which is different from the existing works in many 
ways. In preprocessing of Textual web content that includes removal of Tags, To-
kenization of the text and Tagging, we use the standard Universal Networking Lan-
guage (UNL) tags for providing consistency with other systems. After the texts are 
tagged, they are parsed to generate the sentence grammar trees. In this step, for each 
sentence Noun and Verb Phrases are identified using Domain Lexicons. These are 
then used for extracting semantic relations. The sentence grammar trees are now 
parsed at each and every level to find terms and relation. The Extracted terms are 
now encoded in the form of metadata (RDF) which is not used in most of the sys-
tems. Finally the information is retrieved with the help of an intelligent system from 
the RDF using a special algorithm called SEMINRET (SEMantic INformation RE-
Trieval) and compares the effectiveness of retrieval in RDF from other databases 
such as XML. 

3   System Architecture 

The architecture of the system developed in this work is shown in Figure 1. This sys-
tem consists of four modules namely Text preprocessing, Semantic Relation Extrac-
tion, RDF metadata and Intelligent Information Retrieval module. 

Text preprocessing: In this module, the query text contents are separated into Tokens 
for further processing which includes Tokenization, Tag removal and Tagging. POS 
Tagger is used to scan these tokens and assigns POS Tags. Also this POS Tagging is 
used to classify the words into the proper parts speech such as noun, verb, adjective, 
adverb, conjunction, determiner, pronoun and preposition. The POS tag and its types 
used from UNL standard are shown in Table – 1. 
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Table 1. Various Tags and its types 

Type Tag Type Tag 
Noun /NN Conjunction /CC 
Plural Noun /NNS Determiner /DT 
Proper Noun /NNP Preposition /IN 
Verb /VB Adjective /JJ 
Verb (Present) /VBP Personal Pronoun /PRP 
Verb (Past /VBD Adverb /RB 
Verb (3rd singular) /VBZ Cardinal Number /CD 
Verb (Past Participle) /VBD Foreign Word /FW 
Verb (Present Participle) /VBG Symbol /SYM 

Extracting Semantic Relations: This module involves extracting terms and relations 
by parsing each and every level of the sentence grammar trees. This module is im-
plemented using two main steps namely the creation of Sentence Grammar Trees and 
Triplets. The sentence grammar trees are used to find the entities and their relation-
ship between them.  The Triplet creation enables to recognize the entities, predicates 
and objects. The output of the Semantic Relation Extraction module is obtained in the 
form of RDF metadata which is fed into the Intelligent Information Retrieval Module.  

Intelligent Information Retrieval Module: This module gets the RDF metadata as 
the input , applies the rules available in the Knowledge Base for effective storage and 
retrieval of Textual Web Documents.  

4   Implementation Details 

The given raw query text which are given from the user has been preprocessed in 
terms of Tokenization, Tag removal and Tagging. Then the extraction of semantic 
relations has been carried out through the following two steps: 

I Creation of Sentence Grammar 
This process converts the text into a tree structure that begins at a root node and pro-
gresses downward to the leaf nodes based on phrasal dependence. This method uses 
tagged text, which is broken down into the following three levels. They represent the 
grammatical usage from most inclusive to least inclusive: 

1. Clause Level: This allows for full tagging of a coherent clause, the most common 
of 

which is a single declarative clause represented as S.  

Example: S → NP VP 

2. Phrase Level: This enables phrase recognition within a clause. The most common 
of these as well as the most important components in this work are noun and verb 
phrases represented as NP and VP respectively.  
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Example: NP → Det   PRO 
           VP   → V NP   
3. Word Level: This level simply provides the part of speech of each word in the sen-

tence. For example: proper noun, noun, plural noun, etc. Relation Extraction relies, 
primarily, on phrase level tags. These tags provide us with indications on precisely 
how a given natural language sentence can be reformed into the subject -predicate - 
object triplet associated with the Semantic Web movement. 

II Triplet creation: This module enables to recognize the entities, predicates and 
objects. Recognize entities from Sentence Grammar Trees. 

In this step, Noun phrases are extracted from the sentence tree and are scanned for 
entities based on part-of-speech recognition. When a noun phrase is present in the 
phrasal sentence tree, it is understood to have the possibility of containing a single 
entity. Abstract concepts and real world objects are noted as entities. 

Once the noun phrase has been extracted from the tree, it is parsed and nouns in 
both their singular and plural forms are combined to form a single entity. Specifically 
this means words fully contained within a noun phrase and tagged with NN - noun, 
NNS - plural noun, NNP – proper noun, NNPS - plural proper noun, or JJ - adjective. 
With the noun phrase extracted, it is parsed and nouns in both their singular and plural 
forms are combined to form a single entity. Now by using Word Net, each entity is 
assigned an URL.  

Recognizing predicates. 
In a manner similar to the extraction of noun phrases in the previous step, verb 

phrases are likewise generated from the tree. However, unlike noun phrases, verb 
phrases do not contain a single entity. In fact, all verb phrases, unless part of a sen-
tence fragment, contain an underlying verb phrase and noun phrase, present in that 
order. These two included phrases are utilized to form the initial versions of the triplet 
predicate – object association.  

The beginning verb phrase is recognized and parsed, words tagged with VB - verb, 
VBD - verb past tense, VBG - verb gerund, VBN - verb past participle, VBP - verb 
non-third person singular present and VBZ - verb third person singular present. At 
this stage, prepositions such as TO - to, determiners and adjectives are added to the 
predicate. The presence of words which are not tagged as verbs within the predicate 
such as prepositions, determiners, and adjectives are also given due importance in this 
step because they can alter the meaning of the sentence greatly. 

Recognize Predicate Object. 
Prepositional phrases are used further to alter the predicate - object pairing created 

in the previous step. This often involves combining the previous predicate - object 
linking with the prepositional phrase to create a new predicate. A new object is then 
formed from what remains of the verb phrase. 

Now by generating the entities, predicates and objects the triplets are formed for 
statements, which can be converted into the form of RDF meta data. Finally the se-
mantic information are retrieved from the RDF databases, by using the algorithm 
called SEMINRET (SEMantic INformation RETrieval) which is proposed and im-
plemented in this paper. 
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The following steps are involved in the proposed SEMantic INformation RETrieval 
(SEMINRET) algorithm for retrieving and extracting the semantic information from 
textual web document: 

 
SEMINRET Algorithm: 

1. Get the raw text from user. 
2. Perform the text preprocessing using the following steps. 

a. Carry out the separation of text contents as tokens.  
b. Perform the tagging of each sentence.  
c. Using POS tagger, scan the tokens and assign the POS tag. 
d. Parse the tagged sentence to generate sentence grammar tree. 

3. Find the terms and relations from the sentence grammar tree.     
4. Extract the semantic relation with the coordination of Word net and Domain 

lexicon. 
5. Obtain the semantic relation in the RDF metadata format. 
6. Retrieve the intelligent semantic information from the RDF metadata using 

the rules present in the Knowledge Base. 

The above algorithm has been explained below with a simple sentence and the out-
puts of each step are discussed as follows: 

1. Raw query text: 
“India defeated Pakistan in World Cup Quarter final” 

2. After the completion of text preprocessing, the generated sentence grammar tree for 
our example: 

(ROOT 
   (S  
        (NP (NNP India)) 
        (VP (VBD defeated) 
 (S  
                       (NP   
            (NP (NNP Pakistan)) 
  (PP (IN    in) 
       (NP (DT the) (NNP World) (NNP cup) 
(NNP Quarter)))) 
 (ADJP (JJ final)))) 
        (.     .))) 

3. The extracted semantic relation in the RDF triplet form is as follows: 
 
India <defeated> Pakistan 
India <defeated Pakistan in>World cup Quarter 
India <final> World Cup Quarter 
 
Finally the RDF Meta data is obtained, which is highly reliable and efficient than the 
existing methods. By using SEMINRET algorithm, we have obtained the effective 
result for semantic information retrieval. 
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5   Results and Discussions 

The Web database used in this work has been constructed by collecting 10000 web 
pages from the World Wide Web (WWW). A query is given with different forms and 
the numbers of documents retrieved are given with rounded values near to thousands. 
The Table 2 shows the comparison between the number of relevant documents re-
trieved from the RDF and XML databases for the same query. 

Table 2. Relevant Document Retrieval 

Number of Relevant Documents 
Retrieved 

Number of 
Documents 
Retrieved 

 
In XML In RDF 

1000 450 546 
2000 1078 1789 
3000 2098 2896 
4000 3098 3678 
5000 3198 4983 
6000 3209 5987 
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Fig. 2. Comparison graph between XML and RDF documents 

Figure 2 shows that the comparison between the number of relevant documents re-
trieved between XML and RDF. From this graph, it is observed that the document 
retrieval from the RDF database is more efficient than the document retrieval using 
XML database.  

Equations (1) and (2) show the method of computing precision and recall. 
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                      No. of Relevant Documents retrieved from the RDF databases 
Precision =   ----------------------------------------------------------------------------           (1) 
                 Number of Documents retrieved 

  No. of Relevant Documents retrieved from the Databases 
Recall   =        ---------------------------------------------------------------------------         (2) 
                               Total Number of Relevant Documents in Databases 

Figure 3 and Figure 4 illustrate graphically through line chart, the computed value 
of precision and recall for the set of number of documents. From the computed value 
of precision and Recall, the average accuracy of documents retrieval has been  
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obtained and compared between XML and RDF databases. The computed values of 
Precision and Recall in RDF databases are highly accurate when compared to XML 
databases as shown in Figure 3 and Figure 4.     

6   Conclusions and Future Enhancements 

In this paper, we proposed a system for retrieving semantic information from the  
textual web document, which uses an intelligent retrieval algorithm for effective in-
formation retrieval from RDF databases. In this work, we computed the value of pre-
cision and recall for the set of number of documents. From the computed value  
of precision and Recall, the average accuracy of documents retrieval has been ob-
tained and compared between XML and RDF databases. The experimental results 
show that the values of Precision and Recall in RDF databases are higher when com-
pared to XML databases.  Moreover, it has been known that the document retrieval 
from the RDF database is 20% more efficient than the document retrieval using XML 
databases.  

In the future work, it is possible to apply the data mining algorithms to find the pat-
terns from the RDF metadata for effective analysis. Moreover, this work has been 
tested with limited data sets. Better accuracy can be obtained by testing this system 
with a large data set.  
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Abstract. This paper investigates the enhancing of the decision-making
support in the physical access control systems through deployment of
the interviewing techniques widely used in forensics. While most of the
physiological and behavioral information contents of the interviewee’s
responses can only be detected by the well-trained interviewer and sup-
ported by special devices such as lie detector, this approach is not feasible
in the application such as physical access control. An alternative is the
surveillance devices and biometric sensors for non-invasive registration
of biometric data. In this paper, we focus on extracting the physiologi-
cal and behavioral information from the video and infrared facial images.
Our experiments show that the interviewing and interrogation techniques
armored using the biometric assistant devices, can be employed to sup-
port the user’s decision-making.

1 Introduction

This paper presents a summary of the application of the forensic techniques,
such as interviewing, in the developing of the next generation of physical access
security systems (PASSes). The main feature of the PASS is the efficient support
of security personnel enhanced with the situational awareness paradigm and
intelligent tools. The rationale for our interest in using interviewing techniques
in the PASS is as follows. The access authorization process is characterized
by insufficiency of information. The result of a customer’s identification is a
decision under uncertainty made by the user. For example, it is impossible to
recognize, through visual observation of an individual, any changes due to plastic
surgery; in other words, to determine whether the individual is trying to pass
him/herself off as someone else. This situation is characterized by insufficiency of
information. Uncertainty (incompleteness, imprecision, contradiction, vagueness,
unreliability) is understood in the sense that the available information allows
for several possible interpretations, and it is not entirely certain which is the
correct one. The user must make a decision under uncertainty, that is, select an
alternative before any complete knowledge is obtained. The use of access control
systems rely on document check and biometric technologies, but they also utilize
a dialogue of a user and a customer to receive more information for the customer

S.N. Srihari and K. Franke (Eds.): IWCF 2008, LNCS 5158, pp. 147–158, 2008.
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identification. The dialogue techniques refer to the forensic techniques, such as
interviewing and interrogation. The verbal responses of the customer are used
to make a decision. However, most physiological and behavioral information of
these responses can only be detected by special devices such as lie detector, or
partially detected by the well-trained user. Obviously, lie detector cannot be
used in the application such as physical access control, while the surveillance
devices and sensors for registration of data at distance can be utilized.

Several recent research initiatives, including the Defense Advanced Research
Projects Agency (DARPA) research program, HumanID, promote the early-
detection information, that is, the detection, recognition and identification of
humans at a distance [1]. This information can help the user in interviewing of
customer and improve the reliability of decision making. Specifically, in our de-
sign approach, we focus on deriving information from infrared and video images,
for further utilization of this knowledge in the dialog support tools.

The main goal of facial analysis in infrared band implemented in the PASS
is detection physiological parameters such as temperature, blood flow rate and
pressure, as well as physiological changes caused by alcohol and substances. In
particular, detection of a flu at distance can be supported. In addition to the
detected temperature, the decision making tools uses such information as flight
direction, season of the year, epidemiologic and other relevant data. Another
useful application of the infrared image analysis is detection of artificial acces-
sories such as artificial hair and plastic surgery. This data provides valuable
information to support interviewing the customer in the PASS. In particular,
this paper contributes to the study of the following problem: How the interview-
ing techniques used in the systems like PASS can be improved using data from
video and infrared images. In our study of this problem, we use various software
and hardware tools including cameras in visible and infrared bands, biometric
devices, image processing tools and Bayesian networks.

2 Biometrics and Dialogue Support

The structure of the proposed PASS is shown in Fig. 1. The system consists of
sensors such as cameras in the visible and infrared bands, processors, a knowl-
edge domain converter, a dialogue support device, and a personal file generating
module. Three-level surveillance is used in the system.

These levels correspond to three intervals of the time of service, T : T1 (pre-
screening phase of service, or waiting), T2 (collection information during an
individual’s movement from the pre-screened position to the officer’s desk) and
T3 (screening phase involving the identification, document-check and authoriza-
tion). The first time interval, T1, is suitable for obtaining early warning infor-
mation using surveillance. Note that in terms of physical space, the distance
between the pre-screened and screened areas can be used to obtain extra infor-
mation using, for example, gait biometrics.
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PASS  The structure of the proposed
PASS

� Cameras in the visible and infrared bands
� Processors of preliminary information and
online data
� Knowledge domain converter
� Dialogue support device to support con-
versation based on the preliminary informa-
tion obtained, and a module generating the
personal file.
� Three-level surveillance: the line (pre-
screening); the walk between pre-screened
and screened points, and the authorization
process at the user’s desk (screening)

Fig. 1. The PASS is a semi-automatic, application-specific distributed computer system
that aims to support the user’s job in access authorization

The basic concept of the PASS is the collaboration of the user, the customer,
and the machine. This is a dialogue-based interaction. Based on the premise that
the user has priority in the decision making at the highest level of the system
hierarchy, the role of the machine is defined as assistance, or support of the user.
Three possible support strategies are introduced in Table 1. In our prototyping,
the last strategy is implemented; that is, the customer response is used for the
question generation.

Table 1. Support for cooperation in the PASS between user, customer, and machine

Cooperation Specification Representation

Supporting
question-
naire

The questionnaire technique of the user U
is supported by machine M over weak co-
operation with customer C and user U

 

Weak 
interaction 

Question 

Weak 
interaction M U C 

Supporting
answering

The answering technique of customer C is
supported by machine M over weak coop-
eration with user U and customer C

 

Weak 
interaction 

Answer

Weak 
interaction M U C 

Supporting
dialogue

Questionnaire and answering techniques of
user U and customer C are supported by
machine M over weak cooperation with
user U and customer C

 

Weak 
interaction 

Answer 

Weak 
interaction 

Question 

M 
U C 
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3 Scenarios of Decision-Making Support

The possible scenarios are divided into three groups: regular, non-standard, and
extreme. Let us consider an example of a scenario, in which the system generates
the following data about the screened person (Figure 2).

Protocol for person #45 under
pre-screening

Time: 12.00.00:
Warning: level 04
Specification: Drug or alcohol

intoxication, level 03
Possible action:
1. Database inquiry
2. Clarify in the dialogue

Protocol for person #45 under
screening

Time: 12.10.20:
Warning: level 04
Specification: Drug or alcohol

intoxication, level 03
Local database matching: positive
Possible action:
1. Further inquiry using dialogue
2. Direct to the special inspection

Fig. 2. Protocol of pre-screening (left) and screening (right)

It follows from this protocol (Fig. 2, left) that the system evaluates the third
level of warning using automatically measured drug or alcohol intoxication for
the screened customer. A knowledge-based sub-system evaluates the risks and
generates two possible solutions. The user can, in addition to the automated
analysis, evaluate the images acquired in the visible and infrared spectra.

We distinguish scenarios that correspond to the results of the matching of the
customer’s data with data in local and global databases. This process is fully
automated for some stationary conditions (Fig. 2, right). Note that data may

Protocol of the person #45 under
screening

Time 00.00.00:
Warning, level 04
Specification: Drug or alcohol

consumption, level 03
Local database matching: positive
Proposed dialogue questions:
Question 1: Do you need any medical
assistance?
Question 2: Any service problems
during the flight?
Question 3: Do you plan to rent a
car?
Question 4: Did you meet friends on
board?
Question 5: Did you consume wine or
whisky aboard?
Question 6: Do you have drugs in
your luggage?

Protocol of the person #45 under
screening (continuation)

Level of trustworthiness of Question 1
is 02:
Level of trustworthiness of Question 2
is 02:
Level of trustworthiness of Question 3
is 03:
Level of trustworthiness of Question 4
is 00:
Level of trustworthiness of Question 5
is 03:
Level of trustworthiness of Question 6
is 03:

Possible action:
1.Direct to special inspection
2. Further inquiry using dialogue

Fig. 3. Protocol of the person during screening: the question generation (left) and their
analysis (right) with corresponding level of trustworthiness
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not always be available in the database - this is the worst case scenario, and
knowledge-based support is vital in this case.

The example in Fig. 3, left, introduces a scenario based on the analysis of
behavioral biometric data. The results of the automated analysis of behav-
ioral information are presented to the user (Fig. 3, right). Let us assume that
there are three classes of samples assigned to “Disability”, “Alcohol intoxica-
tion”, and “Normal”. The following linguistic constructions can be generated by
the system: Not enough data, but abnormality is detected, or Possible
alcohol intoxication, or An individual with a disability.

4 Interviewing Techniques

Human-human interface is an interaction between humans using linguistic data
representation. Carriers of linguistic data are voice and text in documents.
Human-human interaction is supported by biometric devices. Knowledge gen-
erated by these devices include updated biometric parameters and additional
information such as voice stress features and, perhaps some contact biometrics
such as fingerprints.

The user must be able to communicate effectively with the customer in order
to minimize uncertainty. Limited information will be obtained if the customer
does not respond to inquiries or if his/her answers are not understood. We dis-
tinguish two types of uncertainty about the customer: the uncertainty that can
be minimized by using customer responses, his/her documents, and information
from databases; and the uncertainty of appearance (physiological and behavior)
information such as specific features in the infrared facial image, gait, and voice.
The last type of uncertainty can be minimized by specifically-oriented question-
naire techniques. These techniques have been used in criminology, in particular,
for interviewing and interrogation. The output of each personal assistant is rep-
resented in semantic form. The objective of each semantic construction is the
minimization of uncertainly, that is, (a) choosing an appropriate set of questions
(expert support) from the database, (b) alleviating the errors and temporal
faults of biometric devices, and (c) maximizing the correlation between various
biometrics.

Deception can be defined as a semantic attack that is directed against the
decision-making process. Technologies for preventing, detecting, and prosecut-
ing semantic attacks are still in their infancy. Some techniques of forensic in-
terviewing and interrogation formalism with elements of detecting the semantic
attack, are useful in dialogue development [9]. In particular, in order to fulfil
a particular role, friendly or stern linguistic constructions, such as, How are
you, sir, after this long flight? and Please, explain why have you
changed your appearance?

The user’s task is to be alert for inconsistencies in customer’s replies. A decep-
tive person generally finds that more and more lies are necessary as additional
details are required, and the person either forgets what he/she has previously
asserted or fabricates details that are not compatible with previous statements.
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Questions requiring “Yes” or “No” answer are generated by biometric-based per-
sonal assistants for the purpose of summarizing and verifying information, but
they are not used when seeking new information.

Different decision strategies can provide varying decisions because of their
different philosophies for dealing with uncertainty. In the PASS prototyping, we
use Bayesian belief networks.

5 Biometric Data Processing

As a rule, the most of emotional responses of the customer during the dialogue
are hard to register by the user. This fact can significantly contribute in uncer-
tainly of human decision-making. Our goal is to minimize this uncertainly by
providing support to the user. In particular, some hidden behaviorial responses
can be detected using infrared band camera. The data acquired using infrared
camera, along with video recording, and sometimes audio recording, can reveal
some physiological and behavioral features, similar to ones, estimated by the lie
detector. However, in contrast to the latter, the surveillance-based techniques
are non-invasive, which is dictated by the application-specific environment.

In this paper, we address the problem of extracting information helpful for
early detection of the physiological and psycho-emotional patterns based on
hyper-spectral skin texture images.

5.1 Hyperspectral Analysis

Consider, for example, the processing of a facial image in both the visual and
infrared bands. Such processing is aimed at so-called hyperspectral analysis. Sup-
pose that indirect computing results in the detection of a possible drug intoxi-
cation. This result should be considered as a hypothetical data characterized by
uncertainty, because of the shortcomings of the algorithms, sensor imperfection,
measurement errors, and other factors. This drawback can be alleviated using
intelligent technology and, more importantly, utilized for performing a more
reliable authorization of the individual. This is because the transformation of
biometric data into a semantic representation is based on an assumption about
the probabilistic nature of the captured information. The problem to be solved is
to construct this semantic form using the appropriate target functions: to justify,
to clarify, to alarm, etc. These intelligent evaluations of the above scenario are
very useful for user, and can be classified as assistance in decision-making.

A quantitative analysis of human skin color and temperature distribution
can reveal a wide range of physiological phenomena. For example, skin color
and temperature can change due to drug or alcohol consumption, and physical
exercises [6, 8].

Since the color of human skin can reveal distinct characteristics valuable for
diagnostics, many authors reported theoretical and experimental studies of the
optical properties of human skin, specifically, the mechanism of skin color forma-
tion [2, 12]. It has been demonstrated, in particular, that the dominant pigments



Support of Interviewing Techniques in Physical Access Control Systems 153

in skin color formation are melanin and hemoglobin. Melanin and hemoglobin
determine the color of the skin by selectively absorbing certain wavelengths of
the incident light. The melanin has a dark brown color and predominates in the
epidermal layer while the hemoglobin has a hue or purple color, depending on the
oxygenation, and is found mainly in the dermal layer. The quantities of melanin
and hemoglobin pigments in the human skin were experimentally determined
in [10, 11].

Distance infrared analysis of chemical composition, such as ethanol (alcohol),
acetaminophen (major ingredient of tylenol), and codeine, in body fluids is an
area of particular interest in medical and other applications. However, the de-
tection of the actions of chemicals in the infrared, such as drug applications to
the skin, have not been studied enough. In the early stages of some chemical
actions, capillaries near the skin surface become enlarged and hot. As the reac-
tion increases, a warm expanding network of capillaries (the area affected) can
be observed in the infrared [5]. We are working on the hypothesis that facial
infrared images are affected by specific drugs and alcohol.

We propose the so-called behavior indicator, the tools that derive the quan-
titive information based on the infrared surveillance. Let R1 and R2 be the re-
sponses of the customer to the questions Q1 and Q2, respectively. Responses R1

and R2 can be numerically estimated using facial infrared images. The behavior
indicator is defined as the difference

Behavior indicator Δ = R1 − R2

This difference can be interpreted as follows. One of the questions (Q1 or Q2,
depends on the sign of Δ) was more difficult then another; that is, to answer the
”hard” question, it takes a customer more emotional or/and intellectual efforts.

This well-known effect is utilized in the interviewing and interrogation to de-
tect emotional changes, in particular, in lie detectors [4]. It was experimentally
justified in [3], that infrared facial images can be used as the additional or alter-
native valuable source for detection of emotional changes through interrogation.

The behavior indicator captures two behavioral characteristics: (a) the emo-
tional state and (b) the amount of intellectual work. In some approaches, these
two characteristics are not distinguished [3, 4]. However, we believer that distin-
guishing these two different psychological characteristics can be useful in mini-
mization of risks of wrong decisions in polygraph-based forensic techniques and
in the PASS. For example, detection of high intellectual efforts (without emo-
tional changes) to answer the simple question can be used as indicator for the
correction or change of interviewing or/and interrogation strategy.

6 Experimental Results

The devices gathered from the sensors and intelligent data processing for the
situational awareness are called in our approach the decision-making support
assistants. These assistants can be based on non-invasive metrics such as: tem-
perature measurement, artificial accessory detection, estimation of drug and
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Surveillance video 
camera JAI CV-M9 

Surveillance infrared 
camera Miricle KC 307K 

� Two JAI CV-M9 CL 3 × 1/3′′ progressive scan RGB color
cameras with 1034× 779 4.65 μm effective square pixels for
each CCD.
� A Thermoteknix MIRICLE 307K uncooled microbolometer
infrared camera with a focal plane array of 640 × 480 pixel
size and a dynamic range of 14 bits. The spectral band of
the camera is 7–14μm and the standard frame rate is 25−−30
frames per second.
� A PC station with acquisition boards (Euresys GRABLINK
Expert 2 for video cameras and Picolo Pro 2 for the thermal
camera).

Fig. 4. A setup of a pair of video and infrared cameras for surveillance

alcohol intoxication, and estimation of blood pressure and pulse. The basic design
paradigm of these decision support assistances is the discriminative biometrics.

In our experiments, we focus on detection in facial infrared images the intel-
lectual efforts needed for correct answer. We found that the behavior indicator
can be computed for this purpose using analysis of video and infrared images.

Our experiments first concern with a video and infrared sensor-based assis-
tants. A setup of the paired video and thermal cameras for acquisition of facial
images in both the visual and infrared bands is shown in Fig. 4.

For skin analysis and synthesis, we adopted the model proposed in [6, 8] as a
basis, and developed it further in order to meet its requirements in the context
of an early detection support system. Specifically, we studied the spacial and

Thermal Red Chanel Green Chanel Blue Chanel
    

(a) (b) (c) (d)
Initial Image Melanin map Hemoglobin map

   

(e) (f) (g)

Fig. 5. Visual information contained in thermal and video images: (a) a thermal image
and the (b) red, (c) green, and (d) blue components of a video image; Extraction of
melanin and hemoglobin information by ICA: (e) video image with the selected region,
(f) melanin, and (g) hemoglobin components for the selected region
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Fig. 6. Dynamics of thermal images due to a mental effort: (a) a thermal image and the
histogram in which the region between 156 and 225 pixel values corresponds to the face
region; (b) three-scale images (the images in which the pixels are distributed accord-
ing to three temperature ranges: medium, high and low, indicated by different colors)
corresponding to the 20th and 100th frames of the thermal images, and the graph of
proportions (called here the probability) of the pixels from three temperature ranges

temporal structure of facial images and the correlation of the skin color with the
skin temperature changes acquired by the thermal camera. As far as skin color
formation is concerned, we adopted the model proposed in [6, 7, 8] and repre-
sent colors in the optical density domain by a color vector indirectly represent-
ing Red-Green-Blue (RGB) values. The color vectors represent the are intrinsic
characteristics of the pigments and do not alter from one point to another; it is
the changes of the quantities of hemoglobin and melanin that produce all the
rich variations in skin color. The color space of the skin is two-dimensional and
forms a surface in the 3D RGB color space. We can reduce the dimensionality
of the problem by applying PCA prior to ICA. The texture maps representing
the hemoglobin and melanin content of the facial skin are analyzed to find a
correlation with the temperature distribution rendered from thermal images.

An example of visual information acquired by the cameras is shown in Fig. 5.
Fig. 5(a) shows a thermal image acquired by the system and Figs. 5(b)–(d) demon-
strate the RGB color components of a video image. The RGB components are used
as input signals for ICA of the skin texture maps. Thus, Fig. 5(e)–(g) illustrate the
melanin and hemoglobin maps extracted from a selected rectangular area.



156 S.N. Yanushkevich et al.

This information is used in the currently developed approach to fusion of
visual and infrared facial image information for evaluating the physiological and
psycho-emotional state of a person.

Our study also concerned with studying dynamics of infrared images during
interviewing. The interval of observation is used to record a thermal video, and
then analyze frames taken using regular intervals. The simplest analysis involves
count the number of pixels, correspondingly to the low, medium, and high tem-
perature, taken as a proportion to the total number of facial image pixels. The
first image in Fig. 6b is taken in the beginning of performing the calculation, and
the second image is taken at the end. The proportion of the number pixels in
each region to the total number of pixels (called probability) is changed during
thermal video recording during calculation.

We simplified our experimental study because of the complexity and high cost
of real-world experiments: instead of observing responses to questions, we asked
the tested person to solve various mathematical calculations. Similarly to the
questionnaire techniques, this required some intellectual effort. Based on this
premise, we analyzed the dynamics of infrared images of people, participated in
the study (Fig. 6). The primary conclusion is that facial images in infrared band
can distinguish people in the relaxing state and people making calculation tasks.

7 Further Development: Training System

Prediction is one of the most important features of a training system, which
models real world processes and estimates the effects using controlled events.
In our approach, the design of an expensive training system is replaced by an
inexpensive extension of the PASS, already deployed at the place of application
[13, 14]. In this way, a long-term training is replaced by periodically repeated,
short-term, intensive and computer-aided training.

 

Image from 
video  camera 

Image from 
infrared camera 

Protocol of 
observation for 
supporting the 

decision making 

  
  

Age 30 Age 40 Age 50 Age 60

(a) (b)

Fig. 7. Monitoring equipment for training personnel for the decision-making support
system: (a) generated test tasks and (b) aging modeling (neutral facial expression)
using the package FaceGen (Virtual Reality Room of the University of Calgary)
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We utilized the Silicon Graphics facilities and monitoring equipment of the
Virtual Reality Room of the University of Calgary (Fig. 7). Also, software tools
for synthetic biometrics, such as the FaceGen package for face modeling, and the
Comnetix Life-Scan station for facial image acquisition and identification. We de-
veloped an approach that alternates the known approaches with respect to several
criteria, including cost-efficiency in personnel training. In particular, in training
system, modeling is replaced by real-world conditions, and long term training is
replaced by periodically repeated short-term intensive computer-aided training.

8 Conclusion

Our study concerns with developing an approach to support the user decision-
making under uncertainty in the PASS. We focus on the scenario when dialogue
techniques supported by biometric assistants are used to make the final decision.
In some particular cases, the interviewing techniques are used in the existing
PASSes. Our goal is to improve the application of these techniques using the
PASS advantages such as usage of biometric data and the decision making sup-
port, while taking into account the PASS constraints, such as non-invasive data
acquisition and the application-specific environment.

The biometric data can be acquired before and during interview as well as
periodically updated during the interview. The dialogue itself can be supported
using the well-developed in forensic and justice questionnaire techniques. The
responses to the tasks of different complexity can differ, and this difference can
be detected via analysis of facial images in visual as well as in infrared band.

Emotions contribute additionally to temperature distribution in the infrared
facial image. The task for further study is to distinguish emotion response and
response to the intellectual challenge task. Currently, we study the emotion con-
tribution to the biometric data analysis results, as well as questionnaire tech-
niques within the experimental conditions.
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Abstract. In order to find evidence, digital forensic investigation often includes
search procedures applied on large data sets. For such search procedures, appro-
priate fault tolerant distance measures are needed in order to detect evidence even
if it has been previously distorted/partially erased from the search media. One of
the appropriate fault-tolerant distance measures for this purpose is constrained
edit distance, where the maximum numbers of consecutive insertions and dele-
tions represent the constraints. However, the time complexity of its computation
is too high. We propose a two-phase indexless search procedure for application
in forensic evidence search that makes use of q-gram distance instead of the con-
strained edit distance. The q-gram distance is known to approximate well the
unconstrained edit distance. We study how well q-gram distance approximates
edit distance with special constraints needed in forensic search applications. We
compare the performances of the search procedure with the two distances applied
in it. Experimental results show that the procedure with the q-gram distance im-
plemented achieves for some values of q almost the same accuracy as the one
with the constrained edit distance, but the efficiency of the procedure that imple-
ments the q-gram distance is much better, for a much lower time complexity of
computation of the q-gram distance.

Keywords: Forensic Search, q-gram distance, Constrained Edit distance.

1 Introduction

In order to find evidence, digital forensic investigation often includes search procedures
applied on large data sets. In such scenarios, the capacities of today’s electronic storage
devices may represent a problem, since they often reach several terabytes [1] and are
therefore a serious challenge even to the best known search algorithms.

The overall efficiency of current commercial digital forensic search tools is con-
strained by the employment of simple hashing and indexing algorithms [10]. On the
other hand, content retrieval data mining techniques, which are either keyword simi-
larity based or indexing based are studied intensively and are expected to find wide
practical application.

It may be very useful to employ a fault tolerant distance measure in forensic content
retrieval data mining (i.e. forensic search), since fault tolerant distance enables detec-
tion of the query (evidence string) even if it has been partially erased or distorted by
inserting, substituting or deleting characters. One of the adequate fault tolerant distance
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measures is the constrained edit distance, where the maximum numbers of consecu-
tive insertions and/or deletions represent the constraints. However, the time complexity
of the computation of the constrained edit distance is quadratic in the lengths of the
involved strings. To improve the efficiency of the forensic search procedure, the con-
strained edit distance could be approximately computed by means of another distance
measure whose computation is less complex. The q-gram distance may be useful for this
purpose. It is known to approximate well the unconstrained edit distance [15]. However,
there is no study that would evaluate quality of approximation of the constrained edit
distance needed in forensic search by the q-gram distance.

In this paper, we apply the q-gram distance in the process of pre-selection of the
forensic data search space fragments of the pre-determined length that are interesting
for eventual matching of the particular evidence search pattern. A coarse pre-selection
matching is performed first, by computing the q-gram distance between each forensic
data fragment and the search query. The obtained q-gram distances are then sorted in
the increasing order and a finer inspection is performed in the fragments starting from
those at the minimum q-gram distance from the evidence search query.

We compare the accuracy of the search procedure in which the q-gram distance is
applied with the accuracy of the same procedure in which the constrained edit distance
is used over a sample 30 kB test data set. We experimentally show that for some values
of the parameter q, the constrained edit distance is approximated very well with the
q-gram distance.

1.1 Previous Work

Efficient algorithms with sublinear time complexities for exact string search were de-
vised several decades ago [2,5]. These algorithms, however, cannot be used for fault-
tolerant search. To solve this problem, edit distance based algorithms have been used.
For example, in [4,9], procedures intended for general application are described that
successfully detect distorted contiguous and non-contiguous subsequences in a given
dictionary/database. Other general purpose approximate string matching techniques
make use of (still unconstrained) weighted edit distance (see for example [6,12]). In
approximate search in text databases in particular, the search techniques are usually
based on the construction of an index data structure in advance that enables a faster
response from the database at the time of submitting the query. For example, in [14]
a special index data structure called V-tree is first constructed and then partitioned by
means of a clustering technique in order to improve the efficiency of approximate search
for words in text databases. Edit distance without constraints is also used in this sys-
tem. In [13], the index is stored in the so-called monotonous bisector tree (MBT) and to
further increase the efficiency of the search and pre-processing (i.e. computing the in-
dex) an approximate technique that estimates the unconstrained edit distance by means
of q-gram distance is used. Many commercial forensic search tools also use indexing
to speed-up the search (see for example [3]). These commercial programs allow certain
level of tolerance in recognising the search query as well. The drawback of the indexing
methods in general is the need for pre-processing (indexing) that is memory consum-
ing and may be time-consuming, making them often unsuitable for constrained-time
operations.
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Mihov et al. [7,8] analyze possibilities of application of edit distance in lexical text
correction. This problem is similar to approximate forensic search in a sense that we
would like to find the strings in the search material whose edit distance from the search
query is less than or equal to a limit given in advance. In order to overcome the prob-
lems related with too many alternatives offered by the procedure that employs uncon-
strained edit distance [7], in [8] specific constraints in the definition of edit distance
are introduced. These constraints deal with permitted substitutions, not with the inser-
tion/deletion constraints.

2 Mathematical Background

We first define the edit distance with the constraints as in [11]. Given arbitrary strings
X and Y of finite lengths N and M , respectively, over a finite alphabet A, we deal
with the problem of transforming the string X to Y by means of the elementary edit
operations of deletion, insertion, and substitution, under the following constraints:

C1 The number of insertions belongs to a set T given in advance.
C2 The maximum lengths of runs of deletions and insertions are F and G, respectively.
C3 The edit sequence is ordered in a sense that every substitution is preceded by at

most one run of deletions followed by at most one run of insertions.

The constrained edit distance D(X, Y ) is then defined as the minimum sum of el-
ementary edit distances associated with the edit operations of deletion, insertion, and
substitution needed to transform X to Y , subject to the assumed constraints.

In order to be applied in forensic search, the constraints in the definition above have
to be removed before the first substitution and after the last substitution. That means that
arbitrary numbers of deletions and insertions are allowed before the first substitution
and after the last substitution.

We now proceed with the definition of the q-gram distance as the distance measure
capable of approximating well the edit distance. Let A be a finite alphabet. Let A∗

denote the set of all strings over A and let Aq denote the set of all the strings of length
q over A, q = 1, 2, . . . A q-gram is any string v = v1v2, . . . vq in Aq .

Let S = s1s2, . . . sN be a string of length N in A∗, and let v in Aq be a q-gram. If
sisi+1 . . . si+q−1 = v for some i, then S has an occurrence of v. Let G(S)[v] denote the
total number of occurrences of v in S. The q-gram profile of S is the vector Gq(S) =
(G(S)[v]), v ∈ Aq .

Let X and Y be strings of finite lengths N and M , respectively, over A∗, and let
q > 0 be an integer. The q-gram distance between X and Y is

Dq(X, Y ) =
∑

v∈Aq

| G(X)[v] − G(Y )[v] | . (1)

The intuition behind the approximation of the edit distance with the q-gram distance
is that when two strings are within a small edit distance of each other, they share a large
number of q-grams [15].

In [15], two methods for computing the q-gram distance are given. We present the
method that involves integer encoding of q-grams, since it is often used in practice
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(see for example [13]). Let the alphabet be A = {a0, a1, . . . , az−1}, with z =| A |.
Any q-gram v = v1v2 · · · vq can be interpreted as an integer f(v) in base-z notation:

f(v) =
q∑

i=1

viz
q−i, (2)

where vi = j if vi = aj , i = 1, 2, . . . , q, j = 0, . . . , z − 1. f(v) is a bijection, i.e.
f(v) = f(v′) if and only if v = v′. f(v) is called the fingerprint of v and can be used as
the index of the q-gram profile array in the practical computation. Note that the length
of the q-gram profile of any string over A is | A |q .

The q-gram profile of the string S of length N is then computed by getting the q-
gram v at the i-th position of S, computing the corresponding index f(v) by means of
the expression (2) and finally incrementing the contents of the profile element at the
position f(v), for i = 1, . . . , N − q + 1.

In [15], the following theorem was proved that determines the time and space com-
plexities of the computation of the q-gram distance if integer encoding of the q-grams
is used for that computation:

Theorem 1
The q-gram distance Dq(X, Y ) can be computed in time O(N + M) and in space
O(| A |q +N + M).

The obvious advantage of the computation of the q-gram distance over the computation
of the edit distance is in its linear time complexity in the sum of the lengths of the
involved sequences, unlike the quadratic time complexity needed for the computation
of the edit distance. The space complexity of the computation of the q-gram distance
can be reduced by applying the standard hashing techniques, see [15].

3 The Forensic Search Algorithm

The forensic search algorithm consists of two phases. In the first, pre-selection phase,
for each forensic data fragment of the pre-determined length N , the q-gram distance
given by (1) between the fragment and the search string is computed. The q-gram dis-
tances obtained in this way are sorted in ascending order. In the second phase of the
search process, a finer search is performed over the fragments starting from the top
ranked one in the first phase. We concentrate on the first phase of the forensic search
procedure, since the second phase that includes exhaustive search over the selected frag-
ments is straightforward. The complete search algorithm used in the first phase is given
below.

Algorithm 1
Input:

– N - the length of the fragment.
– The value of the parameter q.
– S - the search string.
– D - the forensic data set.
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Output:

– The array P of ordered pairs (i, d), sorted by d in ascending order, where i is the
ordinal number of the fragment in D, and d is the corresponding q-gram distance
between the search string and the fragment.

begin

comment Initialization

Partition D into k =
⌈

| D |
N

⌉
fragments ;

comment Di is the i-th fragment of D, i = 1, 2, . . . , k
for i ←− 1 until k do

begin
comment Compute the q-gram distance

between Di and S (See Alg. 2)

d = Qdist(Di, S, q) ;
Store (i, d) in P ;

end ;
Sort the array P by d in ascending order ;

end.

The following algorithm is used to compute q-gram distance between two strings. It
is based on the expressions (1) and (2).

Algorithm 2 (Qdist - get the q-gram distance)

Input:

– The sequences P and S of lengths N and M , respectively.
– The value of the parameter q.

Output:

– The q-gram distance d between P and S.

begin

comment Get the q-gram profiles first

for i ←− 1 until N − q + 1 do

begin

qGram = GetQgram(P ,i);

index = QgramIndex(qGram); (expression (2));
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profileP[index]++;

end;

comment Do the same for S and thus get profileS
comment Compute the q-gram distance

dist = 0;

for i ←− 0 until | A |q −1 do

dist += | profileP [i] - profileS[i] |;
return dist;

end.

4 Experimental Work

Suppose we want to find all the occurrences of an evidence string in a large capacity
computer memory unit. The fact that such a string has/has not been found would later be
used in a court. Besides large capacity of the memory space to be browsed, an additional
problem is that the time at the investigator’s disposal is limited. In addition, we would
like our search to be fault tolerant, i.e. the search string would be reported detected even
if it were deliberately distorted up to the predefined extent.

In such a context, the application of the constrained edit distance based (or q-gram
distance based, where the q-gram distance is used to approximate the constrained edit
distance) two-phase search technique is possible. We first define the tolerance level Δ
as the extent to which we accept the deviation of the edit/q-gram distance between the
fragment and the search string from the minimum possible one. For any Δ, we accept
the string if the constrained edit/q-gram distance between the fragment and the search
string is d ≤ N − M + Δ, where N and M are the lengths of the fragment and the
search string, respectively.

Example: Let N = 1000 and let the search string be ”ROLEX”, i.e. M = 5. Since
N > M and since we suppose that there are no reversals of the characters in the search
string, we can assume that it is possible to transform the fragment string of length
N = 1000 into the search string by using only deletions and substitutions of symbols.
Let the maximum number of consecutive deletions in edit transformations be F = 1
and let Δ = 1. Then we select a fragment for the second phase of the search algorithm
if the constrained edit distance between the fragment and the search string is d ≤ 996.
The relevant portions of two possible acceptable edit sequences are given in Fig. 1.

In order to compare the accuracy of forensic search with the constrained edit distance
and the q-gram distance, the following experiment was carried out: 100 different search
strings, whose lengths were between 2 and 13, were searched for in a 30 kb text file,
where for every fragment the constrained edit distance and the q-gram distance were
computed between the fragment and the search string. The length N of the fragment
varied between 100 and 1000. In the computation of the constrained edit distance, no
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Fig. 1. Two acceptable edit sequences F = 1, Δ = 1 (see text). φ is used to represent deletion.

insertions were used, since in this controlled environment there were no reversals among
the edit transformations and the fragment was always longer than the search string.

For a threshold Δ given in advance, a fragment was accepted as a candidate for a
more detailed search in the second phase of the search process if the constrained edit
distance/q-gram distance between the fragment and the search string was less than or
equal to N − M + Δ, where N was the length of the fragment and M was the length
of the search string. For each search string, the fragments that were accepted with the
use of edit distance and the q-gram distance were labelled (1 if accepted, otherwise 0).
Thus we got two binary vectors and at the end of the experiment the Hamming distance
between these two vectors was computed. The length of these vectors varied signifi-
cantly, since the number of fragments varied, depending on the length of the fragments,
and since search strings shorter than q cannot be processed with the procedure that uses
the q-gram distance. In general, the lengths of the binary vectors are equal to the num-
ber of used search strings multiplied by the number of fragments, which results in the
variation of the lengths of the binary vectors between approx. 2700 and 29300. The
parameter q in the experiment varied between 1 and 3, and the threshold Δ for both
types of distances varied between 0 and 3. The maximum length of runs of deletions at
the computation of the edit distance varied between 1 and 5. Thus, also bearing in mind
the variation in the lengths of the fragments, 2400 combinations of parameters in the
computation of the distances were possible.

Table 1 presents several best values of the Hamming distances obtained in the ex-
periment as well as several worst values. It can be observed that the achieved accuracy
obtained by use of the q-gram distance depends heavily on the choice of the parameters
q and N . The best accuracy was obtained with relatively high values of q and relatively
low values of N . Among the best results, Δq had lower values, but variation of Δq

between 0 and 1 did not cause any change in accuracy. The same holds for the worst re-
sults, but the values of Δq here were higher and varied between 2 and 3. Approximation
of the constrained edit distance by means of the q-gram distance gave search error rate
less than 2% for 32 combinations of the distance computation parameters. This indi-
cates that with high probability low error rates can be expected for general data as well.

It can be concluded from the experiment that it is possible to achieve very high
accuracy with the use of the q-gram distance, for relatively high values of q and the
values of N and Δ that are often used in practice. Since the alphabet used in gen-
eral files (not necessarily text files) may be of relatively high cardinality, in order to
use even higher values of q some hashing techniques in the computation of the q-gram
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Table 1. Accuracy obtained by use of q-gram distance (len - length of the binary vector (see text))

No. q Δq F Δe N len dH ε [%]
1 3 0 1 0 100 27542 99 0.359
2 3 1 1 0 100 27542 99 0.359
3 3 0 1 0 200 13724 99 0.721
4 3 1 1 0 200 13724 99 0.721
5 3 0 2 0 100 27542 201 0.730
6 3 1 2 0 100 27542 201 0.730
7 2 0 1 0 100 29300 259 0.884
8 2 1 1 0 100 29300 259 0.884
9 3 0 1 0 300 9118 92 1.009
10 3 1 1 0 300 9118 92 1.009
11 3 0 3 0 100 27542 316 1.147
12 3 1 3 0 100 27542 316 1.147
13 2 0 2 0 100 29300 359 1.225
14 2 1 2 0 100 29300 359 1.225
15 3 0 2 0 200 13724 185 1.348
16 3 1 2 0 200 13724 185 1.348
17 3 0 1 0 400 6862 93 1.355
18 3 1 1 0 400 6862 93 1.355
19 3 0 1 0 500 5452 81 1.486
20 3 1 1 0 500 5452 81 1.486
21 3 0 4 0 100 27542 424 1.539
22 3 1 4 0 100 27542 424 1.539
23 2 0 3 0 100 29300 462 1.577
24 2 1 3 0 100 29300 462 1.577
25 3 0 1 0 600 4512 77 1.707
26 3 1 1 0 600 4512 77 1.707
27 3 0 2 0 300 9118 165 1.810
28 3 1 2 0 300 9118 165 1.810
29 2 0 4 0 100 29300 558 1.904
30 2 1 4 0 100 29300 558 1.904
31 3 0 5 0 100 27542 543 1.972
32 3 1 5 0 100 27542 543 1.972
... ... ... ... ... ... ... ... ...
2391 1 2 1 0 600 4800 3250 67.708
2392 1 3 1 0 600 4800 3250 67.708
2393 1 2 1 0 700 4100 2825 68.902
2394 1 3 1 0 700 4100 2825 68.902
2395 1 2 2 0 900 3200 2212 69.125
2396 1 3 2 0 900 3200 2212 69.125
2397 1 2 1 0 1000 2900 2007 69.207
2398 1 3 1 0 1000 2900 2007 69.207
2399 1 2 1 0 900 3200 2264 70.750
2400 1 3 1 0 900 3200 2264 70.750
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profiles should be applied. This would improve the memory efficiency of the search
algorithm [15].

5 Conclusion

In this paper, a two-phase forensic search procedure is described that applies q-gram
distance in the pre-selection phase, in which the fragments of the examined data that
deserve a more focused search are selected. The goal of the use of this kind of distance
is to replace the constrained edit distance that is usually applied in such procedures but
is computationally complex to compute. The q-gram distance is known to approximate
well the unconstrained edit distance and its computational complexity is linear in the
sum of the lengths of the involved strings. Behaviour of the q-gram distance when it
replaces the constrained edit distance with special constraints regarding the maximum
lengths of runs of deletions and insertions was studied experimentally over a 30 kB
text file. Experimental results show that it is possible to achieve very high accuracy
with the use of the q-gram distance for relatively large number of combinations of
distance computation parameters. This indicates that q-gram distance might replace the
constrained edit distance for general forensic search.
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11. Petrović, S., Franke, K.: Improving the Efficiency of Digital Forensic Search by Means of
the Constrained Edit Distance. In: Proceedings of the Third International Symposium on
Information Assurance and Security, pp. 405–410 (2007)

12. Sellers, P.: The theory and computation of evolutionary distances: pattern recognition. Jour-
nal of Algorithms 1(4), 359–373 (1980)

http://www.dtsearch.com


168 S. Petrović and S. Bakke
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Abstract. In a forensic phone wiretapping investigation, a major problem is to
get the full picture of the speakers involved. Typically, the wiretapped speech
recordings are grouped using a clustering tool. The main disadvantage of such an
approach is that in a bootstrapped scenario grouping errors accumulate. In this pa-
per, we propose a visual approach to find similar speech recordings that probably
stem from the same speaker. We first model the speech recordings and define suit-
able similarity measures between recordings. Then, through an approximate 2-D
visualization of the inter-speech, similarities the investigator can identify clear
groups of recordings and recordings that are harder to differentiate. We did ex-
tensive experiments on phone data of 50 speakers with 2 recordings per speaker.
We tested quality of the 2-D visualization in relation to original high dimensional
similarities. It turned out that for the original high dimensional similarity measure
the nearest recording is almost always the one from the same speaker. In the 2-D
visualization, we achieved that on average for all speech recordings a recording
of the same speaker is among the 10 nearest recordings.

1 Introduction

Forensic speaker recognition is required is several situations, such as during an inves-
tigation to get the social network around a target, or when a questioned recording is
compared with a suspect in a case. Since voice is in part a behavioral characteristic, it
is not very constant and easy to alter. Also, emotional distress, health and simply ag-
ing can alter the characteristics of a speaker’s voice significantly. Further, low-quality
recordings which introduce noise specific to the recording and transmission device add
to this problem.

While automatic speaker recognition systems have been reported to outperform naive
human speaker recognition when the telephone handset is identical for all recordings
and the data comes from the same recording session, automatic systems generally
are far more sensitive to variation and noise than humans when conditions are mis-
matched [1] [2] [3]. This is attributed to the fact that humans use high-level cues while
automatic speaker recognition systems operate at a lower, spectral level, where both
kinds of variability have a bigger impact [3].

Though in forensics recordings made under good, constant conditions are rarely
found, automatic forensic speaker recognition is certainly useful. First, neither of the
cited studies mentions using normalization techniques to remedy the session and
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channel effects, let alone state of the art techniques. While intra-speaker variability still
constitutes a problem and is an important focus of research, automatic speaker recogni-
tion performance under adverse conditions has steadily improved in recent years [4] [5]
and can be expected to continue to do so. Secondly, automatic speaker recognition has
many advantages over speaker recognition performed by a human expert. Due to hu-
man’s sensitivity to language and reliance on high-level features, it is of importance for
speaker recognition to be performed by native speakers. If the language is uncommon
and its speakers in an area or country thus are more likely to be acquainted or related,
it may not be possible to find an unbiased, willing person with enough expertise in
speaker recognition to reliably perform the task. Automatic speaker recognition sys-
tems are mostly insensitive to problems stemming from language choice. Additionally,
automatic speaker recognition systems can process the large amounts of data that often
come with forensic casework and where time might be tight.

Whether the speaker recognition is done by an automatic system or by human ex-
pert, recognition errors have to be accounted for. That is, in practical forensic situations
perfect recognition is an illusion. For evidence evaluation, i.e. when a suspects voice
is compared to a questioned recording, the use of a matching score – the likelihood
ratio (e.g. [6]) – is therefore becoming more and more accepted. Also in investigation
cases, however, the reality of imperfect recognition has to be recognized. Traditional
speaker recognition systems work independently of human interaction, taking a number
of speech files as an input and giving the judgment on the identities – often augmented
with confidence scores – as an output. The current systems do not aim at providing
insight into the decision process and do not make the overall similarity relations ac-
cessible to human interpretation in an intuitive way. However, as described, human and
automatic speaker recognition are complementary in their characteristics. It is there-
fore desirable to combine the human and automatic speaker recognition process and
their respective strengths into a system where human-computer cooperation can lead to
mutual improvement. Some approaches to integrating human interaction in automatic
speaker recognition exist, but the human contribution here consists merely in feature
preselection and the systems require the user to be expert phoneticians [7].

In this paper, we deal with the explicit modeling of uncertainties is the recognition
of matching recordings. We propose a visual approach to find similar speech recordings
that probably stem from the same speaker. We first model the speech recordings and
define a suitable similarity measure between recordings. Through an approximate 2-D
visualization of the inter-speech similarities, the investigator can identify clear groups
of recordings and recordings that are harder to assign. In the next section, we first de-
scribe the problem statement we deal with in this research. In the following section,
we describe the components that our system is built up from. In the Section Experi-
ments, we report the elaborate experiments we did to test the plain speaker recognition
performance and the effectiveness of the visualization.

2 Problem Statement

The problem we deal with is the presentation of similarities between speech recordings
on a 2-D display. The application scenario is a wiretapping investigation over the phone
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with up to 50 speakers. The goal is to present the similarities between speech recordings
such that: if there is more than one recording of a speaker, then for all these recordings
the nearest recording on the 2-D display is from the same speaker. If there is only one
recording of a speaker, then no constraints apply.

3 System Components

In this section, we describe the different components of our system. The system starts
from a number of audio files, each of which contains speech from only one speaker, and
displays the similarity relationships between the speakers in the individual audio files
in two dimensions.

At first, the speech signal is segmented into overlapping slices known as frames.
We use a common frame length of 30ms with 25% overlap between frames. Then, the
frames are classified as being voiced or unvoiced. For the voiced sections we compute
appropriate features and learn speech models. In order to compare speech models we
need a mechanism to score the similarity between learned models. Finally, all simi-
larity scores are put in a similarity matrix, which will be transformed to several 2-D
visualizations. In the next subsection we describe these steps into some detail.

3.1 Extraction of Voiced Sections

Several studies that researched which parts of the speech signal contribute to good
performance in speaker recognition systems found that using only the voiced sections
yielded better results than using the complete signal or only removing the silent parts
[8], [9] and thus the extraction of voiced sections is common in many speaker recogni-
tion systems. In our system, we use the combination of short time energy, autocorrela-
tion, and zero crossing rate to establish that a frame is voiced. If all of these measures
indicates that a frame is voiced it is flagged as voiced.

3.2 Speech Modeling

For the representation of the speech signals in the segmented frames, we use the Mel-
Frequency Cepstral Coefficients (MFCC) [10] [11], that are widely used in current
speaker and speech recognition systems [12]. To compensate for channel and session
effects, Cepstral Mean Subtraction, (CMS) [13] [14] [15], is applied on the feature ma-
trix by subtracting the mean of each feature dimension from all feature values in that
dimension.

For the modeling of the speech recordings, we abstract the set of 18-D MFCC vectors
by estimating their 18-D distribution. Commonly, Gaussian Mixture Modeling (GMM)
is used for this purpose. In this study we compare two different methods to estimate the
Gaussian mixtures. First, we use Expectation Maximization (EM) [16] to optimise the
weights, means and covariances of the Gaussians in the mixture. Second, we estimate
the mixture by Maximum A Posteriori (MAP) adaptation [17] starting from an EM-
trained background GMM, also called an Universal Background Model (UBM) [18].
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Since in our case, the MAP adapted speaker models only differ in their means but
have identical covariance matrices and weights, the mean vectors are sufficient to fully
describe the speaker and feature-based classification can be applied. A concatenation
of all mean vectors in one GMM yields a so-called supervector [19]. For example, if
a 128-mixture GMM is adapted using 18-dimensional MFCC data, a supervector with
2304 dimensions results. In principle, any feature based classifier can be applied to learn
a speaker classifier. The Support Vector Machine (SVM) has been applied successfully
in this domain [19], where the following linear kernel is commonly used:

K(x1, x2) = ΣN
i=1(

√
wiΣ

− 1
2 x1

i )
′ · (

√
wiΣ

− 1
2 x2

i ) (1)

where w and Σ are the respective weights and covariances of the GMM mixture com-
ponent. In this case, the diagonal scaling of the means can also be computed on the
supervectors beforehand, which means that a regular linear kernel can be used.

An SVM classification model for a certain target speaker is then learned by repre-
senting the target class (speaker) through one supervector and a cohort speaker super-
vectors, which resembles the background model.

3.3 Speech Similarity Measure

Once we have the models of the individual speakers, we need a measure to determine
how similar or dissimilar the models and their original data vectors (MFCC) are from
each other.

Similarities for SVMs. The distance between a trained SVM classifier and a supervec-
tor is determined by simply using the classifier on the supervector. The resulting value,
the distance from the boundary, indicates the relative fit for both classes on a continu-
ous scale, thus yielding a number that quantifies how close to the speaker on which the
SVM was trained the new data lies relative to the distance of the cohort.

Similarities for GMMs. The GMM distributions could be compared directly, but mea-
sures for the distance between distributions like the Bhattacharyya distance or the chi
square metric often impose constraints on the characteristics of the distributions or are
expensive to compute. Alternatively, the likelihood expresses the relation between the
GMM created from one recording and the data vectors created from another speech
recording. Since the GMM components are multiple ordinary normal distributions, the
likelihood can be computed for each mixture component on the basis of the general
Gaussian likelihood function using the respective means and covariance matrices. These
values are summed and, to represent the contribution of each Gaussian to the GMM
correctly, weighted, leading to the following definition for the likelihood function for
GMMs [16]:

p(−→x |λ) = ΣM
i=1wip(−→x |λi). (2)

The likelihood of a GMM is thus simply a weighted linear combination of the densities
of its component distributions.

Note that above equation will yield one value per MFCC vector. Each MFCC vector
represents only a fraction of a second of speech and consequently there will be a big
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number of likelihood values that has to be combined into a single score. Since the
lengths of the MFCC vectors vary depending on the length of the voiced sections in the
original utterance, the mean of the log likelihood values is used:

log(p(X |λ)) =
1
T

Σtlog(p(−→x |λ)) (3)

An alternative used in speaker recognition is the Bayesian Information Criterion
(BIC) [20]. It is based on the log likelihood score, but additionally penalises the model
complexity. Since in our case the complexity of the model is fixed and the number of
MFCC vectors per recording is similar, the added value of the BIC score is limited. We
do not consider it further in this study.

The likelihood score as described lacks one important characteristic compared to
the SVM scores: They are not normalized with respect to the cohort or background
model that represents the average speaker. This means that the score only represents the
relative distance between a model and some data, but this score does not relate to how
likely an average, nondescript speaker is to produce an utterance that leads to the same
feature vectors and therefore how significant the original score is.

This problem is easily remedied by redefining the score as a ratio of likelihoods
scores [17]:

llratio =
log(p(X |λ))

log(p(X |λbackground))
(4)

The likelihood ratio thus expresses the magnitude of the score relative to the score of
the background speaker, making scores comparable across the evaluation of the same
data for different models.

Symmetric Similarities. Ideally, both described similarity measures are symmetric.
That is, given two sets of data (MFCC) vectors X1 and X2, the similarity s(X1, X2) =
s(X2, X1), where s(Xi, Xj) is computed through SVM or GMM modeling. Because
the data per speaker is limited and the modeling is imperfect, in practice the similarity
is not symmetric. Since this is undesirable for the visualization, we make the similarity
symmetric as follows:

s′(X1, X2) = s(X1, X2) + s(X2, X1) (5)

3.4 Visualization

For the visualization of the similarities between speaker models or between models and
data vectors from recordings, we need to transform the original similarities to similar-
ities or distances in 2-D. In the following, two dimension reduction algorithms used
in the experiments, Multidimensional Scaling [21] and Isomap [22] will be described.
These non-linear dimension reduction techniques were chosen, since on the one hand
it is an established technique (MDS) and on the other hand a more recent related tech-
nique (Isomap). The similarities between the two dimension reduction algorithms will
be explained in the following.
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Multidimensional Scaling. Multidimensional Scaling is an established set of tech-
niques that find wide application in various scientific fields like Psychology and
Economy. It takes a distance matrix and tries to find a configuration of points in lower
dimensional space whose Euclidean distances match the distances in the input matrix.

There are multiple variants of MDS, here a nonlinear variant using a Sammon map-
ping which is performed on a symmetric distance matrix with zero diagonal is described
and evaluated.

The MDS procedure consists in the minimization of an error function, the stress. We
consider the original metric MDS with the following optimization or stress function:

Stress = ΣN
i=I [d(x1, x2) − d′(x1, x2)]2 (6)

where d(x1, x2) is the distance between x1 and x2 in the original space and d′(x1, x2)
is their distance in the mapped space.

Isomap. The Isomap algorithm [22] extends MDS by first calculating the geodesic
distances in the high-dimensional space and then applying metric MDS on the re-
sulting distance matrix. The idea behind the nonlinear dimension reduction technique
Isomap is to find coordinates in lower dimensional space that preserve the intrinsic
geometry of the data by finding the underlying manifold, a topological space that is
locally but not globally Euclidean. Due to this property of the manifold, the distance
between adjacent points is calculated using the Euclidean distance, while the distance
between points that are far away from each other, the geodesic distance is calculated.
This is done by first constructing a graph in which nearby points are connected via
edges, and then calculating the distance between the two points along the shortest path
between them.
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Fig. 1. Geodesic and Euclidean distance illustrated

As an illustration, consider the dataset in figure 1 where the circles indicate the data
points. The direct distance between the two red points, indicated by the red line, ignores
the underlying spiral form of the data and the Euclidean distance calculated between
the points. The geodesic distance on the other hand can be approximated by building a
graph structure where each point is connected to its nearest neighbor and then summing
the distances between the edges of the shortest path, here indicated by the magenta line.
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The geodesic distance here is the sum of the Euclidean distances between the magenta
circles and the first and last red circle.

4 Experiments

To test the speech modeling and the visualization that is based on it, we did extensive
experiments. Below, we first describe the dataset used and in the following section the
results.

4.1 Dataset

In absence of true forensic wiretapped recordings, all tests were run on data from the
SwitchBoard-2 phase 1 corpus1 which is frequently used in the NIST speaker recogni-
tion task. Each file had speech from only one speaker, meaning that speaker segmen-
tation was not needed, and contained a concatenation of consecutive turns recorded
during a telephone conversation.

The phone conversations were collected by the Linguistic Data Consortium, the
speakers are all US Americans, mostly from the Mid-Atlantic area of the US and col-
lege students. Conversations lasted about 5 minutes in total, a proposed topic for each
conversation was given but not enforced. As is typical for telephone data, the audio
was encoded at a sampling rate of 8KHz and 8 bits per sample. All files were initially
about 60 seconds in duration, of which roughly a third was discarded when removing
the unvoiced sections, silence and noise.

There were three segments per speaker, two of them from the same session. The
third segment was recorded during a separate sessions but the same handsets were used.
We do not report the mixed session results, because of space limitations. Also, for the
visualizations there were no systematic differences between the methods with the same
session results that we report here.

172 files, 86 female and 86 male recordings, were separated from the rest of the files
and used as data for the computation of the cohorts and background models which were
thus balanced in terms of gender [17].

Performance measure. The wiretapping scenario, for which our system is designed,
typically has up to 50 speakers per case. Therefore, we randomly drew the same session
training and test recordings of groups of 50 speakers from the 162. We repeated this
50 times and averaged the results to become less sensitive to a specific sample of 50
speakers. Moreover, random effects in the GMM estimation and MDS optimization are
averaged out too.

To quantify how well the recordings of the same speaker are found as nearest record-
ing by the system (as required in the Problem Statement), we propose the nearest neigh-
bor score. This is a score that counts for how many recordings the recording of the same
speaker is among the k-nearest recordings. In other words, the nearest neighbor score
(NN-score) is a function of k. In our setting, there are in total models of 100 recordings.
Then, at k = 100 the score becomes always 1. Further, we define the Nearest Neighbor
Hit-score (NNH-score) as the k value for which the NN-score reaches 1.

1 http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC98S75
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Table 1. Table with Nearest Neighbor Hit-scores in original high-dimensional space and after
dimension reduction

High Isomap
Method dimensional MDS 3 7 10 15

EM-GMM 1.00 23.50 12.36 18.06 11.34 18.28
MAP-GMM 1.00 46.26 8.80 12.46 34.74 13.52

SVM 1.00 23.14 6.60 49.32 17.74 18.32

4.2 Results

For each type of model, one distance matrix for the best performing number of mixtures
and for each session condition was selected and the dimension reduction algorithms
were applied. For the EM-GMM, 32 mixture components were chosen, while for the
SVM and MAP-GMM, distance matrices created from 256 mixture component models
were selected.

Besides the target number of dimensions, the MDS algorithm has no parameters.
Isomap on the other hand additionally has as parameter the number of neighbors for
the underlying nearest neighbor graph. In the experiments we set this parameter to 3,
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Fig. 2. Visualization of the speaker similarities using EM-GMM modeling
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Fig. 3. Visualization of the speaker similarities using MAP-GMM modeling

7, 10 and 15 neighbors, respectively. Moreover, as the MDS and Isomap models are
optimized nondeterministically, every experiment was run 50 times and the result of the
run with the lowest overall remaining stress was chosen.

Table 1 gives the mean NNH-scores (averaged over 50 samples) for the models in
the original high-dimensional space and after dimension reduction through MDS and
Isomap. The table clearly shows that for same session conditions, the system has close
to perfect average performance. Also, MDS is outperformed by Isomap for all mod-
elings. The neighborhood size for Isomap has an effect on performance, but there is
no clear relation. The type of model appears to have no systematic influence on the
performance of the different dimension reduction techniques. Isomap(3) has the best
performance for MAP-GMM and SVM modeling. Also for EM-GMM this dimension
reduction scheme is close to the best.

Visualizations. For each model type, 2-D plots representing the speaker distances after
dimension reduction with each of the techniques were created. In the case of Isomap,
the neighborhood size yielding the lowest NNH-score was used.

Two types of plots were created, one displaying each speech file as a symbol con-
nected to the speaker’s other speech file in the set by a line. The other plot type shows
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Fig. 4. Visualization of the speaker similarities using SVM modeling

the name of the speech files with the prefix, ’M’ or ’F’, indicating a male and female
speaker respectively, and where identical numbers mean that two files came from the
same speaker. The plots in figure 2(a) show the MDS visualization where the speaker
models are 32-mixture EM-estimated GMMs.

Remarkably, gender classification emerges although all steps of processing are gen-
der-neutral or balanced in gender. That is, the recordings of male and female speakers
are clearly separated in the 2-D plot, while the gender of the speakers is not disclosed
at any stage in the system.

Figure 2(b) shows the Isomap visualizations. These visualizations show many cases
where matching models are very close together, but also a number of cases where files
from the same speaker have a relatively large distance between them. All in all, the
distances in this plot are more varied than those in the MDS plot.

Figure 3(a) and 3(b) show the speaker spaces resulting from the application of the
two dimension reduction techniques to distance matrices created from 256-mixture
MAP-adapted GMMs. In the MDS plot, again, apart from a small number of outliers,
distances between matching models are small and relatively similar. As the label plot
shows, speakers here are not automatically arranged according to gender, but rather in
several groups with the same gender.
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As in the other two models, the MDS visualization (figure 4(a)) based on distances
determined by SVM classification shows relatively small, constant distances between
matching files with few big outliers in terms of distance. The models again are separated
by gender.

5 Conclusion

In this paper, we proposed a system for visualizing the similarities between foren-
sic speech recordings. The system explicitly models and shows the uncertainty in the
speaker recognition process, so that the user can decide on the basis of the visualisa-
tion which recordings stem from the same speaker. To this end, the user may apply
additional knowledge.

In order to be able to visualize speech similarities we built several speech models
that are based on Gaussian Mixtures and defined similarity measures between mod-
els. Finally, we applied two dimension reduction techniques for visualization; Multi
Dimensional Scaling (MDS) and Isomap, which is based on a nearest neighbor graph.

We conducted extensive experiments using the SwitchBoard-2 phase 1 corpus, which
showed that the speaker recognition performance in same session conditions was close
to perfect. Though this is not realistic, such a base-line shows what performance we
can obtain under good conditions. This then also holds for the dimension reduction and
visualization. Although none of the dimension reduction techniques was able to repre-
sent the distances found in high-dimensional space, it was found that the right choice
of dimension reduction technique leads to two-dimensional visualizations that display
the speaker similarities with high accuracy. The MDS technique in general shows a few
outliers for which the matching speech recording is far away. With the Isomap tech-
nique this hardly happened, so from this study we conclude that Isomap is the most
suitable. This also follows from the Nearest Neighbor Hit-scores that we introduced in
this paper.

Interestingly, representations were arranged by gender in most visualizations, while
the gender of the speakers was not disclosed to the system. This further indicates that
the visualization display meaningful speaker similarities.

Finally, further tests are needed with more realistic data and involving forensic in-
vestigators in the interpretation of the visualizations.
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Abstract. This paper presents a personal verification system based on two  
different biometric traits: handwritten signature and speech. The signature 
verification system uses contour-based features and a Dynamic Time Warping 
technique for matching. The speaker verification system uses cepstral based 
coefficients and is based on a Hidden Markov Model statistical classifier. In 
the decision combination stage, the decisions provided by the two systems  
are combined according to a simple abstract–level combination approach. The 
experimental results related to a real-scenario demonstrate the effectiveness  
of the proposed approach and highlight some profitable directions for further 
developments.  

Keywords: Biometry, Personal Authentication, Signature Verification, Speaker 
Verification, Multi-expert system. 

1   Introduction 

In modern society there is an increasing request for more and more reliable personal 
verification systems. In fact, personal verification plays a very important role not only 
in personal security but also in data protection and transaction validation [1].  

In this context, biometry offers potential for recognizing an individual on the basis 
of his/her individual characteristics and it is expected to provide better security solu-
tions than traditional identification methods, based on physical devices (ID cards, 
badges, etc.) or information (passwords, PINs, etc.). In a biometric system, both 
physiological or behaviour traits can be considered, depending on the specific re-
quirements of the applications, acceptance by users etc. [2,3].  
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This paper presents a personal verification system based on multi-modal biomet-
rics. Personal verification is performed by combining the results of a hand-written 
signature verification system and a speaker verification system.  

Hand-written signature verification is one of the most interesting biometric tech-
niques, since signature is one of the most widespread means for personal verification 
and it is well-accepted by users [4,5,6,7]. Therefore, signature verification is a field of 
intensive research that concerns not only relevant scientific challenges, but also valu-
able commercial applications, like those related to banking transactions, health care 
and e-commerce [1,8,9,]. Although research on hand-written signature verification 
has a long history, recently, along with the growth of internet, the field of automatic 
signature verification has been considered with a renewed interest [4,10,11]. Hand-
written signature verification concerns two different approaches: static (or off-line) or 
dynamic (on-line) verification. In the first case, signature acquisition occurs after 
specimens have been written. In this case no dynamic information is available for 
verification aims. Conversely, when dynamic signatures are considered, signatures are 
acquired during the writing process. Therefore, a wide set of dynamic information can 
be used for verification aims [5,6]. In the system here presented, signature verification 
is performed by Dynamic Time Warping (DTW), that is used to match simple con-
tour-based functions.  

On the other hand Speaker Verification (SV) plays a very important role in the 
biometric issue. Speaker verification is the task of deciding if the speaker is who he 
claims to be [12,13]. Speaker verification includes at least two different branches: text 
independent and text dependent applications. The first intends to verify the identity 
using any speech emission from the claimant, while the second approach is based on 
the use of a specific utterance. Since the signature verification deals with the recogni-
tion of a pattern that has a meaning content not varying over time, for the speaker 
verification system, a text-dependent application has been considered here for this 
preliminary investigation. These kinds of systems are, nowadays, the ones with the 
highest performance and can be applied successfully in real situations [14]. In the 
system here presented, speaker verification is performed by the use of a statistical 
classifier – Hidden Markov Model (HMM) – and cepstrum coefficients as features. 

The paper is organized as follows: Section 2 deals with system description. Sec-
tions 3 and 4 describe the Signature Verification System and the Speaker Verification 
System, respectively. Section 5 describes the combination technique. Some experi-
mental results are summarized in Section 6. Section 7 presents the conclusion of the 
paper and briefly describes some profitable areas for further developments. 

2   System Description 

Figure 1 shows schematically the personal verification system presented in this paper. 
It consists of three main modules: a) Signature Verification Module; b) Speaker Veri-
fication Module; c) Decision Combination Module.  
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Fig. 1. The Personal Verification System 

3   Signature Verification Module 

In this paper a static signature verification system has been considered. It uses the 
upper and lower contour as function features and adopts Dynamic Time Warping 
(DTW) for signature matching. Each signature S is scanned and normalised so that 
the rectangle surrounding it is scaled to a fixed area [15]. Successively, the upper 
profile (PU)  and lower profile (PL) are extracted [16, 17]. Figure 2 shows an input 
signature (Fig. 2a) and the upper (Fig. 2b) and lower (Fig. 2c) contours.  

The comparison process is performed by a DTW algorithm, based on Euclidean 
Distance. Specifically, if the upper profile is considered, let  
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Fig. 2. Hand Written Signature: Feature Extraction 

PU
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be the upper profiles of  S2 (of length equal to M2). A warping function between PU1 
and PU2  is defined as any sequence of couples of indexes identifying points of  PU1 
and PU2  to be joined [18]:  

W(PU
1 , P

U
2  )  =  c1,c2,…,cK, (3) 

where ck=(ik,jk)  (k,ik,jk integers, 1<k<K , 1<ik<M1 , 1<jk<M2).  
Now, if the Euclidean Distance is considered d(ck)=d(zU

1(ik), z
U

2(ik)) between points 
of  PU

1 and PU
2, associated to the warping function W(PU

1 , P
U

2  ),  it is possible to 
compute the dissimilarity measure  
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The elastic matching procedure detects the warping function W*(PU
1 , PU

2  ) = 
c*1,c*2,…,c*K· which satisfies the monotonicity, continuity and boundary conditions, 
and for which it results [18, 19]: 
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)U
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1(P*W DminD
)P ,W(P

= .    (5) 

During the training process, the features extracted from the set of reference signa-
tures are enrolled into the personal database. In the comparison phase, they are 
matched against those belonging to the input (test) signature. The result is used to 
judge the authenticity of the input signature.  
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Precisely, in our system three genuine specimens have been considered for refer-
ence [20,21]: 

• Sr,1 , described by PU
r,1  and PL

r,1  ;   
• Sr,2 , described by PU

r,2  and PL
r,2  ;  

• Sr,3 , described by PU
r,3  and PL

r,3  . 

From the analysis of the three specimens, the personal variability of the signer is es-
timated as:  

• TU = max D(PU
r,i

1
, PU

r,i
2
), with  i1, i2 ∈{1,2,3} (i1≠i2), that estimates the 

maximum personal variability for the upper profile; 
• TL = max D(PL

r,i
1
, PL

r,i
2
), with  i1, i2  ∈{1,2,3} (i1≠i2), that estimates the 

maximum personal variability for the upper profile. 

Now, let St be a test signature, described by PU
t and PL

t. The verification of  St  is 
performed by matching it against Sr,1, Sr,2 and Sr,3. Specifically St is considered a genu-
ine specimen if and only if both the following conditions are true: 

1. min (for k=1,2,3) D(PU
t, P

U
r,i 

k
)  ≤  TU 

2. min (for k=1,2,3) D(PL
t, P

L
r,i 

k
)  ≤  TL . 

4   Speaker Verification Module 

The spoken identity is acquired by a VAD (voice activation detection) to remove 
silence from recordings. After this step, the feature extraction is performed. Mel Fre-
quency Cepstral Coefficients (MFCCs), their time derivatives and the respective en-
ergy parameter have been considered, they are obtained from the power spectrum of 
the signal. Since speech is a non stationary signal, in order to consider the Discrete 
Fourier Transform (DFT) a short time analysis is performed: the signal is framed into 
constant frame size (generally the duration is between 20 and 30ms, and a step of 
10ms is adopted in the framing process). For each frame the DFT is computed: 

∑
−

=
−=

1

0

)/2exp()()()(
N

n

NknjnxnwkX π     (6) 

for k = 0,1,…,N-1, where x(n) is the time discrete signal in the frame with length N, k 
corresponds to the frequency f(k) = kfs/N, fs is the sampling frequency in Hertz and 
w(n) is the Hamming time window given by  w(n)=0.54-0.46cos(πn/N). 

The magnitude spectrum |X(k)| is then scaled in frequency and magnitude. The fre-
quency is scaled by Mel filter bank H(k,m) and then the logarithm is considered: 

⎟
⎠

⎞
⎜
⎝

⎛ ⋅= ∑
−

=

1

0

),(|)(|ln)('
N

k

mkHkXmX  (7) 

for m = 1, 2,…., M, with M the number of filter banks and M << N. The Mel filter 
bank is a collection of triangular filters defined by the center frequencies fc (m) and 
defined as follow: 
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and the center frequencies of the filter banks are spaced logarithmically on the fre-
quency axis. Finally, the MFCCs are obtained by computing the Discrete Cosine 
Transform (DCT) of  X′(m): 
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for i = 1, 2, ..., M, and c(i) is the ith MFCC. 
The Mel warping transforms the frequency scale to place less emphasis on high 

frequencies: it is based on the non linear human perception of the frequency sounds. 
For each frame, over the MFCC, the delta cepstrum coefficients (time derivates of the 
MFCC) and the respective power parameters have been also considered [22,23,24]. 

The verification phase is based on HMMs with continuous observation densities. A 
continuous HMM is able to keep information and to model not only the sound, but 
also the articulation and the temporal sequencing of the speech: the sequencing of 
sound (reported on the state’s transitions probabilities) in the training data plays an 
important role, representing the sound sequences of the testing data [25,26]. The Hid-
den Markov Models considered in all the experiments in this paper adopt a left-to-
right no skip topology. For each state, the Gaussian observation probability-density 
function (pdf) is used to statistically characterize the observed speech feature vectors. 

An HMM λ can be characterized by a triple of state transition probabilities A, ob-
servation densities B, and initial state probabilities Π through the following notation: 

{ } { }iiji baBA πλ ,,,, ,=Π=  (10) 

with i, j = 1,…,N, where N is the total number of states in the model and ai,j is the 
transition probability from the state i to j. Given an observation sequence (features 
vectors) O={ot} with t=1,…,T, the continuous observation probability density for the 
state j is characterized as a mixture of Gaussian probabilities: 
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where M is the total number of the Gaussian components in the mixture, μjm and Rjm 
are the d-dimensional mean vector and covariance matrix of the mth component at 
state j and finally cjm are the mixture weights which satisfy the constraint 
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The mentioned model parameters have been estimated by the Baum-Welch  
iterative methods (expectation-maximization EM algorithm), in order to maximize 
Pr(O| λ) [27, 28]. 

For each identity to be verified, two HMMs have been trained: the first represents 
the identity pronounced by the genuine speaker, while the second represents the iden-
tity claimed by impostors. Each model has 8 states and 3 Gaussian in the mixtures 
(this has been decided experimentally).  

The recognition phase is based on the Viterbi algorithm [29]. Let  λk be the model 
for the genuine k-th identity and λI

k the anti-model, given k the identity to be verified, 
the quantity Sk is computed as follow:  

( ))|Pr()|Pr(log I
kkK OOS λλ −=  (13) 

The anti-model  λI
k , in literature, is also known as “world model” or “Universal 

Background Model” (UBM). Obviously in a real application there is no possibility to 
a-priori know the impostor’s characteristic and to built a specific model for him/her: 
testing the system on impostor speakers belonging to the training set for the anti 
model would be misleading and would lead to biased results. For this reason impos-
tor’s trials in the testing phase are from outset training’s ones.  

The identity is considered from the genuine speaker or from the impostor accord-
ing to a threshold value. The threshold could be speaker dependent or independent: in 
this work the second approach has been followed.  

5   Decision Combination Module 

Decision combination is a very important stage. In fact, the selection of the most 
profitable approach to be considered for decision combination is a critical task. 
Mainly, when verification responses are considered, decision combination can be 
performed at abstract-level , when the combination method uses the Boolean value 
provided by each verification module; or at measurement-level , when the combina-
tion method also uses the confidence value provided by each verification module 
[30, 31].  

In general, measurement-level methods are expected to achieve better performance 
than abstract-level methods. Unfortunately, the combination of measures obtained by 
multiple verifiers requires the definition of complex normalization techniques [31]. 
Furthermore, in the field of multi-modal biometrics, the independence of the different 
traits ensures that a significant improvement in performance can be achieved by a 
multi-expert approach even when simple abstract-level combination rules are consid-
ered [33, 34]. 

According to these considerations, in this paper, three simple abstract-level rules 
have been adopted to combine the verification decisions provided by the Signature 
Verification Module and Speaker Verification Module [34]: the “AND rule”, the “OR 
rule” and the “AND rule” with a re-trial option (i.e. an additional sample is required 
and verified in the case in which the two verifiers disagree).  
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6   Experimental Results 

Twenty-two identities were considered for preliminary experiments. Speech re-
cordings and signatures acquisition happened in four or five sessions, the number of 
signature/speech acquisition is not uniform among identities, this could be seen as an 
inconvenient, but it introduces realism into the database. 

In the first session, each person provided three hand-written signatures and pro-
nounced their respective “name surname” ten times. The three signatures were used as 
reference in the signature verification system. The ten speech recordings give a me-
dium amount of 14.2 seconds of “speech” per person before the VAD, they were used 
to train the HMMs. In the first session speaker impostors were also enrolled for a total 
population of 54 persons. For each genuine identity an anti-model was trained on 3 
different impostors pronouncing the real identity “name surname”. Testing sessions 
were spaced over a time span of about three months: from 60 to 140 verification trials 
were performed for each person (the number of genuine trials is equal to the number 
of forgery trials). The signatures were written on a white sheet and successively ac-
quired by a flat-bed standard scanner at 300dpi. Speech was acquired immediately 
after the signature by using a classic head-set microphone and sampled at 22KHz in 
an home/office environment. Successively, adopting a time windowing of 25ms up-
dated every 10ms, 19 MFCC, their time derivatives and two energy values were ex-
tracted from speech files. The experimental setup tries to emulate real conditions were 
an exhaustive training cannot be performed and the number of access attempts from 
users is not uniform among them. 

Performance were evaluated by considering the false rejection errors (type I errors, 
FR), caused by the rejection of genuine identities, and false acceptance errors (type II 
errors, FA), caused by the acceptance of impostors [1,2]. At the beginning of each 
session, impostors had the possibility to observe the genuine signature and to listen 
the spoken password, moreover they were present during the genuine user’s trials. It 
has to be underlined once more that in no case speaker impostors used for the creation 
of a speaker’s anti model was successively used to perform identification on that 
identity (too optimistic results on FA would be obtained). Table 1 reports the per-
formance of the two stand alone systems. 

Table 1. Performance for stand alone systems 

 FR FA 
Speaker Identification System 5,27 2,08 
Signature Verification System 20,08 54,71 

Table 2 reports the overall performance of the combined system. 

Table 2. Performance for stand alone systems 

 AND OR 
Type I Error Rate (FR) 16,19 1,78 
Type II Error Rate (FA) 1,47 42,61 
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The different trend in the FR and FA in the two cases is related to the fact that the 
speaker verification module, thanks to anti-models, makes the FA rate for the consid-
erably lower than that observed for the signature verification one, in fact many forged 
signature appeared quite similar to the genuine ones, from this point of view dynamic 
features would improve the performance. 

Since a relative high FR could be tolerated by genuine users for security reasons, 
the AND combination appears to be a good starting point. Successively the following 
decision policy has been adopted: 
 

if(spv_out!=sgv_out) 

{ 

     if (spv_out==0) 

          spv_out_2=spvmod(); 

      else  

          sgv_out_2=sgvmod(); 

} 
 

where  
 

- spv_out and sgv_out are the Boolean output respectively of the speaker 
and signature verification systems,   

- 0 stands for rejection, 1 for acceptance, 
- spvmod() and  sgvmod() invoke respectively the speaker and signature 

verification systems, 
- spv_out_2 and sgv_out_2 refers to the output of systems for the second 

attempt. 
 

In the case the outputs of the two systems disagree, the user is called for a second 
attempt with the trait has been rejected in the first attempt. For the final decision the 
majority vote approach has been used with the output of the two systems in the first 
attempt and the output of the system in the third attempt. Table 3 summarizes final 
results after the second attempt. 

Table 3. Experimental Results – 2nd attempt 

 AND – Majority 
Type I Error Rate (FR) 5,01 
Type II Error Rate (FA) 2,14 

7   Conclusion 

In this paper a multi-modal biometric system for personal verification has been pre-
sented and its potentialities have been explored. The system combines the verification 
decisions obtained through a signature verification module and a speaker verification 
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module. Decision combination is performed at abstract-level, by a simple AND rule 
with the possibility of a second attempt. The experimental results demonstrate the 
viability of the proposed approach and lead to further progress in this research area. In 
fact, it is worth noting that signature and speech are biometric traits which are simple 
to acquire also on mobile computers and well accepted by users. Therefore, they can 
be considered valuable traits for internet-based applications, in which personal verifi-
cation is strongly required.  

Of course, in order to achieve better performance, system improvements are nec-
essary, for instance, feature set personalization and the use of more sophisticated 
combination approaches, like those based on decision combination techniques at 
measurement-level.  
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Abstract. The fully Bayesian approach has been shown to be powerful
in machine learning. This paper describes signature verification using a
non-parametric Bayesian approach. Given sample(s) of Genuine signa-
tures of an individual, the task of signature verification is a problem of
classifying a questioned signature as Genuine or Forgery. The verifica-
tion problem is a two step approach - (i)Enrollment: Genuine signature
samples of an individual are provided. The method presented here maps
from features space to distance space by comparing all the available
genuine signature samples amongst themselves to obtain a distribution
in distance space - “within person distribution”. This distribution cap-
tures the variation and similarities that exist within a particular person’s
signature; (ii)Classification: The questioned signature to be classified, is
then compared to each of the genuine signatures to obtain another distri-
bution in distance space - “Questioned vs Known distribution”. The two
distributions are then compared using a new Bayesian similarity mea-
sure to test whether the samples in the distribution are from the same
distribution(Genuine) or not(Forgery). The approach yields improved
performance over other non-parametric non Bayesian approaches.

Keywords: Signature verification, Bayesian approach.

1 Introduction

The task of forensic signature verification is to verify if a questioned signature
sample is genuine or forgery, when given multiple samples of genuine signatures
of an individual. It still remains a challenging problem. Some of the previous
research in this field such as [1] have focused on identifying random forgeries
but much less has been done for skilled forgeries. Parametric approaches such as
Naive Bayes classifiers have been used in [2] but they relied on having signature
forgery samples as well, for learning. Also, these methods did not learn from sam-
ples specific to an individual. Another important note to consider is that, though
multiple genuine signature samples of an individual are available, the number of
such available samples for an individual is often very few and hence parameters
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estimated for parametric models are bound to be incorrect and noisy. Hence it
is intuitive to consider non-parametric approaches for learning a writer specific
model. This paper discusses a distance based non-parametric Bayesian approach
that attempts to capture the variation and similarities(distance) amongst the
genuine signature samples and use it to classify a new questioned sample as
genuine or forgery.

2 Feature Extraction and Similarity Measures

The features for a given set of signatures of a particular writer can be termed
as a set of elements that help uniquely label the samples as belonging to that
writer. In this paper, the Gradient, Structural and Concavity (GSC) features
are used and they are based on the philosophy that feature sets can be designed
to extract certain types of information from the image[3,4]. Gradient features
use the stroke shapes on a small scale, structural features use stroke trajectories
on an intermediate scale, and concavity features use stroke relationships at long
distances. They have been defined and used extensively in[5,6,7,8,9] and a review
of the features is in [10]. Figure 1(a) shows an example of a signature, from which
a 1024 length binary feature vector have been extracted, as shown in Figure 1(b).
The features are now considered representative characteristics of the signature.

In order to compare two samples and to quantify their similarity, a similarity
(or distance) measure is used to compute a score that signifies the strength of
match between the features of the two samples. It converts the data from feature
space to distance space. This similarity measure again can be different depending
upon the kind of features used. Several similarity measures that can be used with
binary vectors have been discussed in [11], in which the “correlation” measure

(a) variable size grid

(b) binary feature vector

Fig. 1. Feature computation for signature: (a) variable size grid, and (b) binary feature
vector
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yields the best accuracy in matching handwriting shapes. It is defined as follows.
Let Sij (i, j ∈ {0, 1}) be the number of occurrences of matches with i in the first
vector and j in the second vector at the corresponding positions, the dissimilarity
D between the two feature vectors X and Y is given as follows,

D(X, Y ) =
1
2

− S11S00 − S10S01

2
√

(S10 + S11)(S01 + S00)(S11 + S01)(S00 + S10)
(1)

It can be observed that the range of D(X, Y ) has been normalized to [0, 1].
That is, when X = Y , D(X, Y ) = 0, and when they are completely different,
D(X, Y ) = 1.

3 Verification Model

A writer specific model using a distance based non-parametric approach is ex-
plained below. When multiple genuine samples of a writer are available, it is
intuitive to learn collectively from all of those samples specific to the writer. The
writer specific learning focuses specifically on the writer whose identity needs to
be learnt from multiple known samples available and then answers the question
if an anonymous questioned sample belongs to this person or not. First, pairs of
genuine samples are compared using a similarity measure to obtain a distribu-
tion over distances between features of samples – this represents the distribution
of the variation/similarities amongst genuine samples – for the particular writer.
The corresponding inference method involves comparing the questioned sample
against all available genuine samples to obtain another distribution in distance
space. Lastly, the two distributions are compared to make a decision of genuine
or forgery. These three different steps are explained below.

3.1 Within-Writer Distribution

When there are multiple known samples from a person, it is more intuitive to
use all of that information to learn the similarities within and variation across
that writer’s signature samples, and then use this information as a whole to
match against any anonymous sample to test whether the sample belongs to
this writer(genuine) or not(forgery).

If a given person has N samples,
(
N
r

)
defined as N !

r!(N−r)! pairs of samples can
be compared as shown in Figure 2. In each comparison, the distance between the
features is computed. The result of all

(
N
2

)
comparisons is a {

(
N
2

)
×1} distance

vector. This vector is the distribution in distance space for a given writer. A key
advantage of mapping from feature space to distance space is that the number
of data points in the distribution is

(
N
2

)
as compared to N for a distribution in

feature space alone. Also the calculation of the distance between every pair of
samples gives a measure of the variation in samples for that writer. In essence the
distribution in distance space for a given known writer captures the similarities
and variation amongst the samples for that person. Let N be the total number
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Fig. 2. Samples from one writer provide
(4
2

)
= 6 comparisons

of samples and NWD =
(
N
2

)
be the total number of comparisons that can be

made . The within-writer distribution can be written as

DW = (d1, d2, . . . , dNWD )� (2)

where � denotes the transpose operation.

3.2 Questioned vs Genuine Distribution

Analogous to what we did in Section 3.1 to obtain within-writer distribution, in
order to make a decision of genuine or forgery on an unknown signature sample,
the questioned sample is compared with every one of the known N samples in a
similar way to obtain the Questioned vs Genuine distribution, which is given as
follows

DQK = (d1, d2, . . . , dN )� , (3)

3.3 Comparing Distributions

Once the two distributions are obtained, namely the within-writer distribution,
denoted Dw (Section 3.1, equation 2), and the Questioned vs Genuine distri-
bution, DQK (Section 3.2, equation 3), the task now is to compare the two
distributions to obtain a probability of similarity. The intuition is that if the
questioned sample did indeed belong to the ensemble of the knowns, then the
two distributions must be the same (to within some sampling noise). There are
various ways of comparing two distributions, some of which include Kolmogorov-
Smirnov test, Kullback-Leibler divergence and Jensen-Shannon test. These and
more have been discussed in detail in [12]. Below we introduce the Bayesian ap-
proach that performs better than those discussed in [12]. Since the comparison
of distributions is a key step in the inference task, they are explained in detailed
in a separate section 4. Before we move onto that section, we want to mention
that, the input to the general model should be uni-modal distributed data. In
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case multi-modal distributions exist, they can be detected by formulating it as
a graph partitioning problem. Also, in noisy cases, there are more chances of
multi-modal distributions and there the same idea will be helpful.

4 Bayesian Approach to Compare Two Distributions

We refer to the two distributions that needs to be compared as multisets. Given
two multisets, the task is that of quantifying how similar they are distributed.
The problem is especially difficult for very small multisets (< 20). The solution
follows from a random experiment assumed to have given rise to the two distri-
butions. The idea behind the definition of the measure is that if two multisets
came from the same distribution, there would be a large number of distribu-
tions under which their joint probability would be high. On the other hand if
they came from different distributions it is less likely that they are similarly
distributed. The number of distributions under which they would jointly have a
high probability would also be small. Therefore the average joint probability (or
the probability density in the continuous case) of the two distributions under a
family of distributions seems to be a good similarity measure.

4.1 Definition

Let S1 and S2 be 2 multisets of real numbers of size n and m respectively.
To define a similarity measure between S1 and S2, we first define a random
experiment that produces S1 and S2 in the following manner. Let F be a family
of probability distributions.

– Two probability distributions D1 and D2 are drawn independently from a
uniform distribution over F .

– S1 is obtained by drawing n samples from D1

– S2 is obtained by drawing m samples from D2

We now define the similarity measure to be the probability that S1 and
S2 came from the same distribution. In other words, it is the probability
of D1 and D2 being the same distribution given S1 and S2. Formally, it is the
probability PF (D1 = D2|S1, S2).

4.2 General Form of the Similarity Measure

We can obtain the expression for the PF (D1 = D2|S1, S2) when D1 and D2

belong to some family of distributions F as follows.

Note: Since we are considering continuous distributions here, PF (D1 =D2|S1, S2)
would be the probability density and not the probability. It can therefore take any
non-negative real value.
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Notation: f, f1, f2, fi denote probability distributions that belong to family F .
By marginalizing over F, we obtain

PF (D1 = D2|S1, S2) =
∫

F

P (D1 = D2 = f |S1, S2)df. (4)

By Bayes rule, we have

P (D1 = D2 = f |S1, S2) =
P (S1, S2|D1 = D2 = f) × P (D1 = D2 = f)

PF (S1, S2)
(5)

The expression for PF (S1, S2) can be obtained by marginalizing over the val-
ues of D1 and D2.

PF (S1, S2) =
∫

F

∫
F

P (S1, S2|D1 = f1, D2 = f2)df1df2 (6)

Since S1 and S2 are independent, this reduces to

PF (S1, S2) =
∫

F

P (S1|D1 = f1)df1 ×
∫

F

P (S2|D2 = f2)df2 (7)

Using 7 in 5 we have

P (D1 = D2 = f |S1, S2) =
P (S1, S2|D1 = D2 = f) × P (D1 = D2 = f)∫
F

P (S1|D1 = f1)df1 ×
∫

F
P (S2|D2 = f2)df2

(8)

Using 8 in 4 we have

PF (D1 = D2|S1, S2) =
∫

F

P (S1, S2|D1 = D2 = f) × P (D1 = D2 = f)∫
F

P (S1|D1 = f1)df1 ×
∫

F
P (S2|D2 = f2)df2

df. (9)

Since D1 and D2 are drawn from a uniform distribution over F , the above
expression can be written as

PF (D1 = D2|S1, S2) =
QF (S1 ∪ S2)

QF (S1) × QF (S2)
(10)

where QF (S) stands for the marginalized joint probability of the sample mul-
tiset S under the family F .

QF (S) =
∫

F

P (S|f)df (11)

4.3 Expression under the Gaussian Assumption

When F is the family of Gaussian distributions, it is possible to obtain a closed
form for QF . Sampling or other approximation techniques would have to be
resorted to when it is not possible to evaluate the integral in 11.
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Equation 11 assumes the following form when F is the family of Gaussian
distributions.

QG(S) =
∫ ∞

−∞

∫ ∞

0

P (S|μ, σ)dσdμ (12)

The following form for QG(S) is obtained by evaluating the above integral

QG(S) = 2
−3
2 × Π

1−n
2 × n

−1
2 × C(1−n

2 ) × Γ (
n

2
− 1) (13)

where n is the cardinality of the multiset S and C is given by

C =
∑
x∈S

x2 −
(
∑

x∈S x)2

n
(14)

Therefore, the distribution similarity measure for two small multisets S1 and
S2 assuming that they have been drawn from Gaussian distributions is

QG(S1 ∪ S2)
QG(S1) × QG(S2)

(15)

5 Experiments and Results

5.1 Datasets Description

Two datasets were used in the experiment. The first one is the same dataset
used in [13], which contains 55 individuals, each with 24 genuine signatures and
24 forgeries forged by 3 other writers. One example of each of 55 genuine are
shown in Figure 3.

Ten examples of genuine of one person (writer No.21) and ten forgeries of that
writer are shown in Figure 4. Each signature was scanned at 300 dpi gray-scale

Fig. 3. Genuine signature samples from CEDAR dataset



Signature Verification Using a Bayesian Approach 199

Fig. 4. Samples for writer No.21

and binarized using a gray-scale histogram. Salt pepper noise removal and slant
normalization were two steps involved in image preprocessing.

The second dataset used in this experiment was originally created by the
American Board of Forensic Document Examiners (ABFDE), and the purpose
of it is for academic research and FDE professional development and training. It
contains 1564 genuine and forgery signatures of two specimens: “John Moll” and
“Marie Wood”. Both genuine and forgery have two sub-categories, for genuine,
there are normal and disguised signatures; and for forgery, there are spurious
and simulated signatures. Spurious signatures are naturally written signatures
written by one writer in the name of another writer; no attempt to disguise,
distort or at simulating the writing of another. Table 1 shows the number of
signatures for each category. For simulated signatures, “John Moll” and “Marie
Wood” were simulated by 9 and 13 individuals respectively. In addition, genuine
signatures were written in 7 continuous days while simulated samples were cre-
ated in 5 continuous days. All the signature samples were scanned at 300 dpi
gray-scale. One sample image for each category is shown in Figure 5.

5.2 Experiment Setup and Results

Since the two-class classification is based on a similarity (or distance) mea-
sure between two distributions, one operating point needs to be determined to

Table 1. Number of signatures for each category

John Moll Marie Wood

Normal 140 179

Disguised 35 21

Spurious 90 0

Simulated 449 650

Total 714 850
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Fig. 5. Sample signature images for each category

distinguish between genuine and forgery signatures. In this experiment, this op-
erating point was learned from a training set by using the Bayesian optimal
decision rule that minimizes the overall error rate.

In the first dataset, for each test case a writer (amongst a total 55) was chosen
and N genuine samples chosen at random of that writer’s signature were used
for learning. Also the same number of forged signatures of this writer were used
for training. The remaining genuine and forgery samples were used for testing.
Since the N genuine samples are chosen at random, 5 iterations of test runs were
performed (cross-validation approach), such that on each run a different set of
N genuine signatures will be used for learning and the remaining 24 − N for
testing. This also increases the number of test signatures.

Fig. 6. Comparison of performance of KL, KS, KLKS and the Bayesian similarity
measure for different number of knowns genuine signatures
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The error rates of the Bayesian approach is compared to other methods such
as Kolmogorov-Smirnov test(KS), Kullback Leibler divergence(KL) and also a
combined measure(KLKS). These as well as other information theoretic mea-
sures and their performance on signature verification have been discussed in
detail in [12]. Figure 6 shows the comparison of the performances of KL,KS,
KLKS and the Bayesian similarity measure. It can be observed that the Bayesian
method outperformed all the other 3 methods about 8% in term of overall
error rate.

In the second dataset, for each writer, 100 genuine and forgery samples chosen
at random were used for training. The remaining samples were used for testing.
Among the 100 genuine samples, N of them chosen randomly were used as the
“Known” signatures at the enrollment step. Since the N genuine samples are
chosen at random, 10 iterations of test runs were performed (cross-validation
approach), such that on each run a different set of N genuine signatures will be
used for learning.

Table 2 shows the accuracy for each sample set. In this table, “Genuine”
includes only normal signatures, while “forgery” includes both spurious and
simulated samples.

Table 2. Bayesian approach on ABFDE dataset

Genuine(%) Forgery(%) Overall(%)

John Moll 93.0 92.2 92.6

Marie Wood 86.1 81.4 83.8

Average 89.6 86.8 88.2

Figure 7 shows the error rates of the Bayesian approach and the best Infor-
mation Theoretic method, which is the combination measure of Kolmogorov-
Smirnov test(KS) and Kullback Leibler divergence(KL) [12].

Testing on disguised signatures is reported separately in Table 3.

Table 3. The performance on disguised signatures

Bayesian(%) Information Theoretic(%)

John Moll 59.3 61.1

Marie Wood 69.5 71.9

Average 64.5 66.5

It can be observed that for the second dataset, the performance of Bayesian
and Information Theoretic methods are similar. Also, results from both datasets
showed that, in general, as the number of “Known” samples is increased, the
accuracy will also be increased.
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Fig. 7. Overall error rate for both Bayesian and Information Theoretic methods

6 Conclusions

We have discussed a non-parametric distance Bayesian approach for forensic sig-
nature verification. The learning strategy involve mapping from feature space to
distance space, to learn the variation and similarities that exist amongst the sam-
ples for an individual. As the number of samples used for training is increased,
the error rate decreases. Experiments show that, while getting similar perfor-
mance on one dataset, Bayesian approach performs better than other methods
by approximately 8% in total error rate on the other dataset.

The domain of signatures and the related experiments performed is just one
example of how the approach and the classification techniques can be used. It
suffices to say that the Bayesian similarity measure is a general measure that
can be used to compare any two multi-sets.
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Abstract. Handwritten signatures play an important role in daily life.
Consequently, there is a strong need for objective signature evaluation.
This paper focuses on a new computational method for discovering and
evaluating ink-trace characteristics related to the writing process. It
aims (i) to provide a scientific basis for procedures applied in forensic
casework and (ii) to derive advanced computational methods for the
analysis of signature-stroke morphology. It work towards methods for
inferring writer-specific behaviors from the residual ink trace. The re-
spective micro-patterns, caused by biomechanical writing and physical
ink-deposition processes, provide important clues for the analysis. These
inner ink-trace characteristics of signatures, which are determined by the
individual movements of a person, will be studied in depth, taking into
account the effects of writing materials, such as the type of pen used.
By means of recorded and super-imposed writing movements, ink traces
are sampled, and local ink-trace characteristics are encoded in one fea-
ture vector per sample record. These data establish a sequence which
faithfully reflects the spatial distribution of ink-trace characteristics and
solves problems of methods previously available.

Keywords: residual ink trace, writing behavior, signature verification,
combined on/offline handwriting analysis, forensic investigation.

1 Introduction

A forensic expert applies various techniques for the examination of graphical sig-
nature characteristics as well as for the examination of the physical and chem-
ical properties of the writing materials. However, the visual inspection of the
signature pattern only renders subjective and descriptive results and is therefore
subject to frequent criticism in courts of justice. A major drawback has hitherto
consisted in the lack of a scientific basis for deducing the particularities of the
writing process from the residual ink trace.

Our conducted technology research works towards a multi-disciplinary ap-
proach to signature analysis, under consideration of perspectives and findings
from a number of disciplines, including forensics, human-movement science, im-
age processing and pattern recognition as well as robotics. The research method
applied is Analysis by Synthesis. Behavioral characteristics of the signing pro-
cess and stroke morphology of ink traces are investigated. A major challenge

S.N. Srihari and K. Franke (Eds.): IWCF 2008, LNCS 5158, pp. 204–217, 2008.
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in this context is the requirement to explore effects on the ink trace under
strictly controlled conditions. Thus, the experimental facilities for studying the
ink-deposition process was established in advance. On the basis of theoretical
considerations and empirical studies, computational methods are designed for
signature preprocessing, feature extraction and analysis.

The approach presented in this paper is inspired by forensic expertise and elab-
orated by digital signal processing and pattern recognition. In accordance with
an Ink-Deposition Model [1], which incorporates the physical ink-deposition pro-
cess, handwritten traces are normalized and segmented into regions of relatively
similar ink intensity. In addition, a fundamental approach for superimposition,
combined analysis and cross-validation of recorded temporal writing / tracing
movements and digitized ink traces is established.

The paper is organized in six sections. Related work is briefly discussed in
section 2. The method for ink-deposition analysis using recorded writing move-
ments is outlined in Section 3. Core Algorithms are described in the subsequent
Section 4. The experimental setup and results are given in Section 5. The final
Section 6 provides the conclusions and hints to further research.

2 Related Work

According to forensic expertise, e.g. [2,3], the most reliable method for draw-
ing conclusions regarding the authorship of a questioned signature specimen is
to infer writing movements, in particular the applied kinematics and kinetics
e.g. [4,5,6,7], from inner ink-trace characteristics, also referred to as stroke mor-
phology. The underlying interaction of biomechanical handwriting and physical
ink-deposition processes had hitherto not been studied systematically. A scien-
tifically founded basis is needed in order to preclude criticism and to technolog-
ically upgrade the classical visual inspection. To this end, the factors that may
influence the ink deposition on paper have to be taken into account.

Various approaches to recover temporal information from static handwriting
specimens already exist. Procedures in forensic examination are mainly based
on the microscopic inspection of the writing trace and hypotheses regarding the
underlying writing process, e.g. [2,3,8]. The techniques applied in the field of
image processing and pattern recognition can be divided into (i) mathematical
methods for estimating the temporal order of stroke production [9,10,11,12], (ii)
methods inspired by motor-control theory for recovering temporal features on
the basis of stroke geometries, such as curvature [13,14], and (iii) methods for
analyzing stroke thickness and / or stroke-intensity variations [15,16,17,18]. How-
ever, these previous works in the field of image processing did not sufficiently
take into consideration the physical properties and influences of writing mate-
rials like pen and ink. In addition, they did not preserve the spatio-temporal
relationship of the deposited ink.

Recorded writing movements can be used for the analysis of ink traces. There
are a number of possible analysis procedures that take temporal information into
account. Such methods can be subdivided into three primary groups, i.e. (1) the
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reconstruction of the stroke sequence [19,20], (2) the tracing of the handwritten
ink traces [21], and (3) the assignment of temporal handwriting characteristics,
e.g. relative pen force and writing velocity to static ink-trace characteristics [22].
Additionally, the origin of the online handwriting data has to be taken into ac-
count. The following scenarios can be distinguished: (A) Simultaneously pro-
duced on- and offline data, i.e. written with an ink pen on a sheet of paper
placed on an electronic tablet, (B) Traced online data entered by a forensic ex-
pert by retracing an offline sample, (C) Online samples written by the same
person at an earlier / later date, and (D) Online samples written by another per-
son. The combined usage of on- and offline data offers a wide range of analysis
and cross-validation methods.

Recorded writing movements can also be used for the replication of writing
behaviors [23]. Time series of temporal handwriting data can be translated into
machine commands to control a writing robot. Subsequently, the writing robot is
able to repeat exactly the same movement multiple times and to synthesize ink
traces, which are not influenced by natural human variation. These mechanically
produced ink traces can subsequently be used for a dedicated analysis.

3 Method Overview

A new computational method is proposed here for analyzing the stroke mor-
phology of signatures and, in particular, for analyzing the relative amount of ink
deposited on paper. It supports the reconstruction of the stroke sequence as well
as the sensing of the ink trace by means of superimposed writing movements. For
a schematic overview of the approach, especially for preprocessing and feature
extraction, see Figure 1a. In detail, the method comprises the following steps:

Data capture (DC). Optical scanning of the paper document carrying the ink
trace. The online trajectory is recorded by means of an electronic pen tablet.

Preprocessing module (PP)

- DPP Offline document preprocessing for removing backgrounds and imprints
using methods described in [24].
- AS Alignment / Superposition of on- and offline data for sensing the ink flow
(Figure 1b). It has to be taken into account that currently available tablet tech-
nologies are partly restricted with regard to their signal fidelity [25], and that
ink tracing, e.g. performed by a forensic expert, is not sufficiently accurate, so
that the captured pen position cannot be used in a computational method. An
automatic procedure for aligning on- and offline data is described in section 4.
- FSP /RS Filtering and equidistant re-sampling of the online data in order
to provide equally distributed measurement points and to indicate stroke inter-
sections, cross- and near points, and stop points (Figure 1b). The challenge of
near points in offline analysis was discovered by Doermann et al. [26]. However,
online data can help to handle arising difficulties in the offline analysis later on.
It must be noted that for the filtering of near and cross points some heuristics
about the digitized ink trace and its line width are taken into account. It results
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Fig. 1. a) Schematic overview of the preprocessing and feature extraction applied in
ink-deposition analysis. The consideration of recorded writing movements demands
specific methods for preprocessing the online trajectories. In addition, the offline ink
traces have to be normalized. b) Preprocessed ink trace and superimposed online tra-
jectory. Ambiguous stops as well as the cross and near points are marked. In addition,
sample points and rulers are illustrated, and the normalized ink deposit is sensed.

in the marking of an extended number of samples of the online trajectory (see
Figure 1b).
- RIT Recognition of the ink type used [27] in order to determine whether the
stroke-morphology characteristics are suitable for a more detailed analysis that
takes the appropriate Ink-Deposition Model [1] into account.
- NAS Normalization and adaptive segmentation of the ink trace in order to
quantize ink intensities. In this way the ink trace is converted into pseudo-ink
segments that become independent of the particular ink used. For details see the
upcoming Section 4.

Feature extraction and coding module (FE/C)
- MS Measurement of normalized ink intensity along the superimposed on-
line trajectory, and storing of the sensed characteristics in a sequence of fea-
ture vectors. These methods for feature extraction and encoding into numerical
parameters, which represent the relative ink deposit on paper, are covered by
Section 4.
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Analysis and validation module (AV)
- VFS Validation of the sequence of feature vectors obtained from a
questioned signature specimen by comparing them with those of a known ref-
erence sample. The chosen sequential feature encoding motivates the employ-
ment of well-established verification techniques in online signature analysis,
e.g. [28,29,30,31,32,33].

4 Core Algorithms

For a computer-based analysis the ink deposits need to be encoded into feature
vectors. These must be valid for each individual signature pattern. Disturbing
influences need to be eliminated in advance. The features have to be normalized
to facilitate the cross-validation of different probes, e.g. those written with spe-
cific kinds of pens and ink. The procedures described in the following focus on
exactly these requirements, especially on (i) the alignment of residual ink traces
and recorded writing movements, (ii) the normalization of ink-trace intensities,
and on (iii) the sensing of ink deposit along the trace.

AS Alignment/ Superposition of on- and offline data: Signature image
and sign-behavioral data from different sources, i.e. produced at different times
and / or produced by different human writers, can not be overlaid in a trivial
manner. For example signature-ink tracing performed by a forensic expert is
not sufficiently accurate. Moreover, available tablet technologies are partly re-
stricted with regard to their signal fidelity [25], causing displacement errors of
the recorded pen-position signal. Consequently, scaling, rotating, translating,
matching, and non-linear morphing of the online sample position is demanded
that facilitates the alignment / superimposing of online pen trajectories and of-
fline ink traces. The procedure described in the following allows for the process-
ing of (i) on- and offline signature data that have been simultaneously produced,
and (ii) digitized ink strokes that have been traced with an electronic pen-tablet
or mouse. A more elaborated procedures that matches signatures strokes [34]
is needed to adjust on- and offline data that were produced at different times,
either by the same / genuine writer or an impostor.

Superimposing displaced on- and offline data is performed as follows:

1. Binarize digitized ink-trace image Ioff with an appropriate document pre-
processing method [24].

2. Estimate the average stroke width w̄off of the binarized ink trace.
3. Produce a second binary handwriting image Ion in a similar spatial resolution

by means of the recorded handwriting trajectory (online signal), with the
estimated stroke width of w̄off and an appropriate brushing function [35].

4. For on- and offline signature specimens, compute the centers of gravity
Con, off of all black image elements, with Con = cog{Ion|Ion(x, y) = 0} and
Coff = cog{Ioff|Ioff(x, y) = 0}, respectively.

5. Perform principal component analysis [36] on obtained handwriting images
Ion and Ioff separately. By sorting the eigenvectors E in the order of descend-
ing eigenvalues (largest first), one can find the directions Dxy, on and Dxy, off
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Fig. 2. Schematic overview of the super-positioning of on- and offline specimens. A
general alignment of the on- and offline strokes is followed by the morphing of online
sample points to the nearest offline trace element.

with the largest variance of the data, with Dxy, on = E1{Ion|Ion(x, y) = 0}
and Dxy, off = E1{Ioff|Ioff(x, y) = 0}, respectively.

6. Determine translation Txy, on off between on- and offline handwriting speci-
mens by means of computed centers of gravities Con and Coff.

7. Determine rotation Ron-off by using the derived principal components Dxy, on

and Dxy, off.
8. Perform affine transformation Aon on the online signal using the translation

Txy, on off, rotation Ron-off and scaling factor Son:off according to the ratio
between the spatial resolution of the tablet data and the offline image.

9. For all globally aligned, online sample points find the nearest offline image
element and translate online data point to this position (compare Figure 2).

NAS Normalization and adaptive segmentation of the ink trace: In
order to ensure validity regardless of the particular pen / ink type used, ink
traces extracted from document backgrounds need to be normalized. Different
approaches can be found in literature, for example, the Densitron-approach by
Grube [37,38], and threshold techniques applied, e.g., by Sabourin et al. [17] or
by Ammar et al. [15]. The latter two are adaptive methods, but unfortunately
they do not appropriately take into consideration the characteristics of the ink-
intensity distribution. Particularly the distinct characteristics of ink-intensity-
frequency plots produced by solid, viscous and fluid inks, are not taken into
account (compare [1]). The methods only assume the presence of so-called high-
pressure regions that correspond to greater pen-tip forces. The high-pressure
regions are defined as ink intensities exceeding a threshold P0. The threshold
P0 is either determined by the well-known Otsu method [39], by Ammars α-cut
procedure [15] or empirically preset, e.g. [40,21,41]. In contrast, the previously
mentioned Densitron-approach is not adaptive. It only represents an intensity
range, e.g. 64 intensity levels, by one pseudo-color. Since these intensity ranges
were predefined, and not adaptively adjusted to the support, the mean or median
intensity of the ink-intensity distribution under investigation, traces by differ-
ent pens / inks could not be cross-validated. Nevertheless, the basic idea of the
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Densitron-approach could support the modeling of the entire ink trace. To allow
for a normalization and validity irrespective of the particular pen / ink used, the
approach was further elaborated by the author [42]. In addition, a pilot study
was conducted and the newly derived adaptive Densitron procedure was com-
pared with an alternative approach as well as with the method proposed by
Ammar et al. [15]. Further discussions on the Otsu method [39] are unnecessary,
since the limitations of this method in handling heavily skewed distributions
have already been addressed in [1].

For a formal description of the methods investigated in the pilot study, let
us first define a digital image I(x, y) with 0 ≤ x < X and 0 ≤ y < Y .
The background was removed in order to filter a set T of image coordinates
(T ⊂ I(x, y)) that belong to a digitized ink trace. For the normalization of ink-
trace intensities I(x, y) a transformation into so-called pseudo-ink intensities
Ĩ(x, y) was performed. Afterwards, for each T the intensity-frequency plot was
computed by

h(k) = #{(x, y)|I(x, y) = k; (x, y) ∈ T } (1)

with 0 ≤ k ≤ gmax. The derived ink-intensity distribution provides the basis for
the upcoming normalization. Specific procedures in accordance with (NAS 1) Am-
mar’s α-cut procedure, (NAS 2) the adaptive Densitron with equal range and
(NAS 3) the adaptive Densitron with equal area are detailed in the following.

Ad. NAS 1 – α-cut procedure: The approach proposed by Ammar [15] is defined
as:

H(k) =
h(k)

maxk h(k)
(2)

P0 = max
k

({k | H(k) ≥ αcut}) (3)

Studies on various ink distributions have revealed that dubious segments occur
especially in the case of writers who “glide” across the paper, since the intensity
distribution is shifted to the right and therefore almost the entire ink trace is
falsely interpreted as high-pressure region.

Ad. NAS 2 – Adaptive Densitron with equal range: Our first implementation
of an adaptive Densitron was directly inspired by the original approach; the sup-
port of the distribution was segmented into a number N of ranges of equal size:

Δs =
maxk( support(h(k)) ) − mink( support(h(k)) )

N
with (4)

support(h(k)) = {k | h(k) > 0, k = 0, . . . , gmax} (5)

s0 = min
k

( support(h(k)) ) and (6)

si = {k | s0 + (i − 1)Δs ≤ k ≤ s0 + iΔs} with 1 ≤ i ≤ N (7)

The method, however, does not take the skewness of the distribution into account
and yields weak segmentation results for viscous and fluid inks.
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Ad. NAS 3 – Adaptive Densitron with equal area: The final version of the
adaptive Densitron was designed in such a way that for the given l0 = 0 and
lN = 254, li segments are chosen by

∀i=2,...,N

⎛
⎝ li∑

k=li−1

h(k) =
li−1∑

k=li−2

h(k)

⎞
⎠ (8)

This approach ensures the consideration of the specific characteristics of ink-
intensity distribution and facilitates a reliable ink-trace normalization and trans-
formation into pseudo-ink segments. Consequently, the cross-validation of writ-
ing traces produced with different pens / inks becomes feasible.

MS Measurement / Storage of pseudo-ink intensity: In order to support
an automatic validation of ink deposits, the pseudo-ink segments have to be
sensed and represented by sequences of the numerical feature vectors. Different
approaches can be chosen to create these sequences, and therefore pilot tests
were carried out to study three of them: (MA 1) the x-projection, (MS 2) the
vertical scan and (MS 3) the recovering of stroke sequences. As a consequence,
we decided to use online data for creating the feature sequences.

Ad. MS 1 – X-Projection: According to Ammar et al. [15] all segments of
similar pseudo-ink are projected onto the x-axis of the image. The projection
profile was scanned in horizontal direction, and thus the frequency of elements
per image row determines the x-projection sequence. The sequence length cor-
responds to the horizontal extension of the signature pattern. This method is
highly insensitive to local characteristics of pseudo-ink segments. Particularly
the size of segments and their spatial distribution are poorly represented (com-
pare Figure 3a). As observed in the previous empirical studies [43], forgers do
not always apply more pen-tip force, and their writing velocity is not necessarily
reduced, which would lead to a greater amount of ink deposit. Rather, forged
signatures are subject to local variations and adaptation strategies that corre-
late with the complexity of the motor task. Hence, he / she performs movements
with more force impulses and pauses, resulting in small pseudo-ink segments,
distributed along the entire writing trace. Applying the x-projection strategy
for sensing ink-trace characteristics does not lead to an adequate representation
of these specific phenomena, as demonstrated in Figure 3a.

Ad. MS 2 – Vertical scan: In accordance with Sabourin et al. [44], distributed
segments are collected by vertical scanning, similar to standard image filtering.
The size of each pseudo-segment (amount of image elements) is stored. The
number of segments within the image determines the length of the sequence.
In contrast to the first approach, each segment is handled separately. However,
the location of the segment is not represented adequately, and the approach is
not immune to slight local variations. For example, a small shift of a segment
can lead to a total disorder of the collected segments (compare Figure 3b).
Even a slight modification of the approach by additionally storing the x- and y-
coordinate of the center of gravity for each segment, and by subsequently taking
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Fig. 3. a) Feature-sequence creation for distributed connected components. The X-
Projection [15] leads to a loss of spatial distribution, and larger and smaller segments
cannot be differentiated, and b) Feature-sequence creation for distributed connected
components. Vertical Scanning [44] can lead to false representations of the order, if the
overall pattern is slightly distorted.

into consideration the spatial distribution of the segments, did not yield any
relevant results.

Ad. MS 3 – Recovery of stroke sequences: No doubt, a more natural image-
scan path for gathering the pseudo-ink segments would follow the writing trace.
A variety of mathematical methods [9,10,11,12,14] for detecting the stroke se-
quences of handwritten words have been published. So far, attempts to transfer
these approaches to signatures have not been successful, since European, and
particularly Latin signatures, are frequently very complex, illegible man-made
patterns. The underlying heuristics and optimization criteria are not robust with
regard to complex trace intersections. Note that even in some difficult cases in
forensic casework, human experts are barely able to reestablish the order of
the ink traces. To deal with such difficulties Doermann et al. [16,21] proposed a
manual tracing of writing traces. This continues to be an adequate solution for a
forensic assistance system, but it is inapplicable for automated check processing
in banks. In addition, it can be extremely labor-intensive if a large amount of
handwritten text is to be analyzed, e.g. in forensic applications where handwrit-
ing and signature probes are taken from suspects. Fortunately, modern electronic
devices bring some relief. Electronic pens with standard ballpoint refills are now
available. These can be employed while taking writing probes in criminal investi-
gations, and they can also be employed for signing a bank check at the counter. In
this way simultaneously produced on- and offline data samples become available
and can be analyzed in a sophisticated manner [45,21,46].

In order to measure / sense the normalized ink deposit along the writing trace,
sample points Si of the superimposed and spatial-equidistant resampled online
trajectory S of length I are employed. The ink sensing is inspired by Doer-
mann [47] who studied ink-intensity profiles orthogonal to the trace direction.
Elaborating on this, the direction βi for a specific measuring line ri in sample
point Si{xi, yi} is defined as:
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βi =
1
2

arcsin

√
(yi+1 − yi)2 + (xi+1 − xi)2

(yi − yi−1)2 + (xi − xi−1)2
(9)

whereby Si−1{xi−1, yi−1} and Si+1{xi+1, yi+1} denote the prior and succeeding
sample of Si, respectively. For the first sample S1 and last sample SI in the online
trajectory the orthogonal of the related step segment is used. Along the defined
1-pixel-wide ruler ri, which is a Bressenham line in direction βi, the frequency
of pseudo-ink-trace intensities is determined. The obtained frequency plot vi(k)
per sample Si is encoded in a feature vector vi of length N . This vector length
N corresponds to the number of pseudo-ink intensities.

vi(k) = #{(x, y)|Ĩ(x, y) = k; (x, y) ∈ ri} with 0 ≤ k < N (10)

Subsequently, the ink deposit along the trace is stored as sequence {Si} of feature
vectors vi. The quantization of the original ink-intensity profile ensures (i) valid-
ity irrespective of the pen used, (ii) fast / easy numeric analysis and (iii) greater
robustness in the upcoming cross-validation of ink traces.

An alternative approach for sensing the ink deposit along an online trajectory
needs to be mentioned here. In [21], Guo et al. propose the utilization of pen
records obtained by the manual tracing of the digitalized ink strokes. They do not
refer to any preprocessing of the online trajectory. The careful consideration of
the approach shows that: (i) due to the search of near “dark points” the sampling
along the ink trace may not be equally distributed. Specific trace segments can
be over- or underrepresented in the final feature sequence. (ii) The threshold
for determining “dark points” is a fixed one and may not adequately model the
underlying ink-deposit characteristics. In the best of cases it may not be robust,
if different ink colors of ballpoint-pen refills, like light blue and black, are used
for writing. The computational method proposed in this paper eliminates these
drawbacks.

5 Experimental Results

In order to lay the scientific foundations for inferring kinematics and kinetics
from the residual ink trace, the following experiment focuses on the stability
of ink distributions. As an extension of our experiment performed in [23], it
seemed appropriate to investigate to which extent the line quality of signature
samples will differ if they are written with exactly the same movements, e.g. by
the robot, but by using different pens with the same ink type. The same data set
as for stroke-phenomena analysis [23] was used. 26 ballpoint pens were taken to
produce 10 signature probes per pen by means of a writing robot. This robot re-
produces exactly the same pen trajectory and pen-force time function [43]. The
experiments were conducted with 80 g /m2 white copy paper and a soft writing
pad, consisting of five of these paper sheets. After the robotic signature synthesis
the paper sheets were optically scanned, using a calibrated image scanner with
a spatial resolution of 300dpi and 8bit grayvalues. The writing movements of
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Table 1. Results of the ink-deposition
analysis of signatures produced by the
robot with 26 different ballpoint pens
and 10 samples each. See Tables 2 and
the text for details.

Ink
intra-group inter-group

Median 100.0 % 93.2 %
Quantil 03 100.0 % 88.8 %
Min 30.0 % 16.0 %

Table 2. Bar-chart of analysis results re-
garding signature-ink deposits produced
by the writing robot with 26 different
ballpoint pens and 10 samples per pen
(see also Table 1)
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the robot were recorded by an electronic pen-tablet (200Hz sampling rate and
2540dpi spatial resolution), thus matching online data were available for super-
imposing, sensing and analyzing the ink traces. The preprocessed online data
were used to sense normalized ink traces, and to generate feature sequences for
automatic comparison.

Experiments were conducted to compare the normalized ink deposits of all
samples produced with one pen (intra-group), and of all samples produced with
the 26 different ballpoint pens (inter-group). The results are listed in Table 1.
The ink deposits of samples written with the same pen are highly concurrent and
yield a median recognition rate of 100.0%. For the cross-validation of samples
written with different pens, the recognition rate drops slightly to 93.2% (see
Table 1, 2). A closer examination revealed that very often the first trace samples
per pen probe produce rather mediocre recognition results. In these cases the ink
was not properly extracted from the ink chamber and, as a consequence, less ink
was deposited on the paper (ink-free begin strokes). Since specific characteristics
of a pen can cloak the (bio)-mechanical effects, it is always advisable to check for
defects in the writing instrument. Taking this fact into account, one can conclude
that similar writing movements will lead to similar ink deposits on paper, even
if different pens of the same ink-type class are used.

6 Conclusions and Future Directions

The new computational method proposed in this section aims at the evaluation
of ink-trace characteristics that are affected by the interaction of biomechani-
cal writing and physical ink-deposition processes. The analysis has focused on
the ink intensity, which is sensed along the entire writing trace of a signature.
This specific analysis was motivated by empirical findings in the field of forensic
science, which revealed that mimicked handwriting, which is produced less flu-
ently with many pen-force pulses, will cause disturbances in the inner ink-trace
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characteristics. In contrast to previous attempts at establishing a computer-
based method, the approach presented here introduces new concepts in order
to improve the reliability and reproducibility of analysis results. Especially the
usage of superimposed, filtered online data makes it possible to take the stroke
sequence into consideration. The adaptive segmentation of ink-intensity distribu-
tions takes the influences of different writing instruments into account and sup-
ports the cross-validation of different pen probes. The analysis is firmly rooted
due to the compliance with rules of digitalization and due to sophisticated meth-
ods for the removal of document backgrounds and imprints.

From the overall results one can conclude that the proposed computational
method is suitable for the analysis of ink deposits along the writing trace. This is
also supported by our initial studies on the stability of single stroke phenomena,
such as ink drops, striation or feathering [23]. Studies in the forensic field have
hitherto been of a descriptive nature. This paper provides all the prerequisites for
a systematic analysis of ink deposits under strictly controlled conditions. Along
with the experimental results obtained, it lays the methodological foundations
for further research, development and forensic casework in the computer-based
analysis of signatures. The procedures facilitate elaborate studies on the biome-
chanics and physical interaction processes, which should especially focus on the
validation of samples written by the same human writer with different pens, but
also on the cross-comparison of authentic and mimicked handwriting.
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27. Franke, K., Bünnemeyer, O., Sy, T.: Writer identification using ink texure analysis.
In: Proc. 8th International Workshop on Frontiers in Handwriting Recognition
(IWFHR), Niagara-on-the-Lake, Canada, pp. 268–273 (2002)

28. Dolfing, H.: Handwriting Recognition and Verification: A Hidden Markov Ap-
proach. PhD thesis, Eindhoven University of Technology, Eindhoven, The Nether-
lands (1998)



Stroke-Morphology Analysis Using Super-Imposed Writing Movements 217

29. Gupta, G., McCabe, A.: A review of dynamic handwritten signature verification.
Technical report, James Cook University, Townsville, Australia (1997)

30. Leclerc, F., Plamondon, R.: Automatic signature verification: the state of the
art 1989-1993. International Journal of Pattern Recognition and Artificial Intel-
ligence 8, 643–660 (1994)

31. Plamondon, R., Lorette, G.: Automatic signature verification and writer identifi-
cation - the state of the art. Pattern Recognition 22, 107–131 (1989)

32. Schmidt, C.: On-line Unterschriftenanalyse zur Benutzerverifikation. PhD thesis,
RWTH Aachen University (in German) (1998)

33. Wirtz, B.: Segmentorientierte Analyse und nichtlineare Auswertung für die dy-
namische Unterschriftsverifikation. PhD thesis, Technische Universität München
(in German) (1998)
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Abstract. Writer identification is one of the areas in pattern recognition that 
have created a center of attention by many researchers to work in. Its focal point 
is in forensics and biometric application as such the writing style can be used as 
biometric features for authenticating a writer. Handwriting style is a personal to 
individual and it is implicitly represented by unique features that are hidden in 
individual’s handwriting. These unique features can be used to identify the 
handwritten authorship accordingly. Many researches have been done to de-
velop algorithms for extracting good features that can reflect the authorship 
with good performance. However, this paper investigates the individuality rep-
resentation of individual features through discretization technique. Discretiza-
tion is a procedure to explore the partition of attributes into intervals and to 
unify the values for each interval. It illustrates the pattern of data systematically 
which improved the identification accuracy. An experiment has been conducted 
using IAM database with 3520 training data and 880 testing data (70% training 
data and 30% testing data) and 2639 training data and 1760 testing data (60% 
training data and 40% testing data). The results reveal that with invariants dis-
cretization, the accuracy of handwritten identification is improved significantly 
with the classification accuracy of 99.90% compared to undiscretized data. 

Keywords: Writer Identification, Authorship Invarianceness, Invariants Discre-
tization.  

1   Introduction  

Pattern recognition is imperative in various engineering and scientific disciplines such 
as computer vision, marketing, biology, psychology, medicine, artificial intelligence, 
remote sensing and etc. One of the areas in pattern recognition is handwriting analy-
sis. Handwriting analysis is important in forensic application such as Writer Identifi-
cation (WI). Writer identification (WI) can be considered as a particular kind of  
dynamic biometric since the shape and style of writing can be used as biometric fea-
tures for authenticating an identity [1-4], similar to signature, fingerprint, iris or face 
identification. Frequently, writer identification performed on legal papers by a way of 
signature. However, there is also exist a scenario where to identify a handwritten 
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document without a signature such as in a threaten letter, authorship determination of 
old or historical manuscript, film script (to identify the original idea) and others. In 
this work, the shape of cursive word is employed and extracted to obtain the features 
with a proposed descritized process prior to identification task.  

Handwriting is individualistic where consistent individual’s features are hidden in 
the shape and writing style. The writing styles are different from one to another, but it 
is personal to individual. Any written word by the same author must have the same 
characteristic features, despite of the word shape or writing style. The main issue in 
writer identification is to acquire the features that reflect the author for varieties of 
handwriting [3, 5-9] and more important is the unique individual features of handwrit-
ing. Previous works have developed new approach or technique for better feature 
extraction and to proof the individuality concept in handwriting. However, from the 
literature we found that most of the works are focus on how to extract the individual 
features and not on illustrating the individual characteristic of handwriting with sys-
tematic representation. 

The performance of pattern recognition largely depends on the feature extraction 
and classification/learning scheme [10 - 11]. These two tasks are vital to achieve a 
good performance in identifying handwritten authorship. Extracting and selecting the 
meaningful features are a crucial task in the process of pattern recognition prior to 
classification task, where the extracted features will be classified into categories. Low 
performance in terms of accuracy is due to various features are representing the same 
author. It makes the identification process become intricate and complex. The same 
characteristics are easily identified if all of different features values for same author 
are having a standard representation for the generalized unique features or individual 
features. It can make the identification process simpler. Therefore, illustration of 
individuality features is required to portray the individual’s unique features in a sys-
tematic representation. This can be achieved by executing the discretization process to 
demonstrate the pattern of individual features thoroughly. 

This paper focal point is to investigate the invariant discretization process of  
features in order to represent the individual features of writers and significantly  
illustrates related features in systematic way. In return, it is easily classified and per-
formed better identification result. The paper is systematized as follows. Individuality 
of handwriting is explained in Section 2. Followed with the authorship invarianceness 
of moment in Section 3. Section 4 describes the proposed approach of invariants de-
scritization process in this work. The experiment and results is discussed in Section 5. 
And finally, the conclusion is drawn in Section 6. 

2   Individuality of Handwriting 

Handwriting has long been considered individualistic and writer individuality rests on 
the hypothesis that each individual has consistent handwriting [12 -16]. The relation 
of character, words, shape or style of writing is different from one person to another. 
Even for one person, they are different in times. However, there are still unique  
features for each person. These unique features can be generalized as individual’s 
handwriting even though one person has many styles of writing. Fig. 1 is example of  
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words by different authors. Each person’s handwriting is seen as having a specific 
texture [4]. The shape is slightly different for the same author and quite difference for 
different authors. It shows that each person has its individual style in handwriting. 
Intra-class measurement is exhibited for features of the same author, and inter-class 
for different authors. To benchmark these measurements, similarity error is computed 
for both inter-class and intra-class where the similarity error for intra-class must be 
lowers than inter-class. This reflects the individuality concept in handwriting. This is 
called as authorship invarianceness in this work due to the concept of moment func-
tion. Moment function is used to extract the features in this work. 

Writer 1 

   

   

            

Writer 2 

   

   

             

Writer 3 

  

    

               

Fig. 1. Various words for different writer 

Each image of word is performed the feature extraction task to obtain the features 
of the image. In this work, the images are extracted to obtain the invariant features 
using the proposed moment function of integrated Aspect Scale Invariant (ASI) into 
United Moment Invariant (UMI). It is based on the original United Moment Invariant 
function. Detail procedure on proposed moment function of integrated ASI into UMI 
can be referred in [17]. Example of extracted features is shown in Fig 2. Further stage, 
the extracted features are performed authorship invarianceness analysis to evaluate 
the individuality concept of handwriting in WI.  

3   Authorship Invarianceness 

An invarianceness in the context of moment functions can be defined as the persever-
ance of the images regardless of its transformations. In this work, the invarianceness 
of authorship in WI is given as small similarity error for intra-class (same writer) and 
large similarity error for inter-class (different writers) of words and regardless of 
word shape. This is due to the uniqueness features of person in handwriting that called 
as individuality of handwriting concept in handwriting analysis. The main process of 
identification in WI is to look for similar characteristic of handwriting based on the 
nearest unknown handwriting in the database. This can be solved by implementing the 
individuality of handwriting concept. To achieve this, intra-class and inter-class meas-
urement are implemented to find the nearest characteristic using word shape with the 
lowest Mean Absolute Error (MAE) value in order to obtain authorship invari-
anceness. Intra-class should give smaller MAE value compared to inter-class, regard-
less of any types of word. The range of deviation between intra-class MAE value and 
inter-class MAE value is not a concern. This is due to the characteristic of Moment  
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Function where the intra-class value must be lower than inter-class value confirm it can 
be classified as authorship invarianceness. The MAE function is given by Equation (1): 
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where : 
n   is number of image. 

  xi   is the current image. 
  ri   is the reference image. 

i    is  the feature’s column of  image. 

The result in Table 1 and Table 2 show that the proposed technique of ASI into 
UMI is worth for further exploration in WI domain. The initial result of similarity 
error shows that invarianceness of authorship for intra-class (same writer) is smaller 
compared to inter-class (different writers) for same word and different words, respec-
tively. It is proof the individuality handwriting concept in WI, where MAE value for 
intra-class (same writer) is smaller value compared to inter-class (different writers) 
for the same or different words, regardless of short or long word such as the word of  
“To” or “Being”. This is due to the capability of Moment Function in extracting ob-
ject shape without any constrain in terms of length. Thus, this authorship invari-
anceness analysis confirms the integrated ASI into UMI techniques can be used to 
extract features for WI domain. 

Table 1. Invarianceness of Authorship for Same Word 

Word Intra-class 
(1 writer) 

Inter-class 
(10 writers) 

Inter-class 
(30 writers) 

Inter-class 
(60 writers) 

To 1.08086 1.10181 1.21423 1.2927 

He 0.486922 0.865588 0.721937 0.737597 

Of  0.486201 0.702867 0.691087 0.754485 

Is 0.489428 0.599104 0.684848 0.779217 

Had 0.454727 0.566663 0.670911 0.675404 

And 0.564578 0.856195 0.797005 0.782162 

The 0.39991 0.718456 0.643291 0.611504 

Was 0.736664 0.951713 1.0253 0.955763 

Been 1.02514 1.35783 1.28346 1.27161 

That 0.677631 1.0147 0.847687 0.768499 

With 0.394996 0.706262 0.739905 0.718119 

Which  0.335732 0.491985 0.556506 0.599928 

Being  0.291463 0.557977 0.581267 0.552889 
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Table 2. Invarianceness of Authorship for Various Word  

Various 
words 

Intra-class 
(1 writer ) 

Inter-class 
(10 writers ) 

Inter-class 
(30 writers) 

Inter-class 
(60 writers) 

60 
 words 

 
0.733659 

 
1.11315 

 
0.931423 

 
0.882049 

90  
words 

 
0.693564 

 
1.03028 

 
0.94499 

 
0.924337 

120 
words 

 
0.852839 

 
0.975387 

 
0.939999 

 
0.936329 

The uniqueness or individual characteristic for each writer in handwriting de-
scribes the above result. Similarity error for inter-class (different writers) should be 
higher than intra-class (same writer) in authorship invarianceness concept. It has 
been proven in Table 1 and Table 2. For further exploration, these similarity errors 
can be associated into discretization technique in order to illustrate the data by  
discerning the individual features into category. The idea is to acquire objects, at-
tributes, decision values, and generate rules for lower, upper and boundary approxi-
mations of the set. With these rules, a new object can easily be classified into one of 
the region or interval which is called as discretization process. 

4   Discretization 

Discretization is a process of dividing the range of continuous attributes into disjoint 
regions (interval) which labels can then be used to replace the actual data values [18]. 
It engages searching for “cuts” that determine intervals and unifying the values over 
each interval. All values that lie within each interval are mapped to the same value, in 
effect converting numerical attributes that can be treated as being symbolic [19]. Em-
pirical results show the superiority of classification methods depends on the discreti-
zation algorithm used in preprocessing process. There are abundant of discretization 
algorithms exist based on three basic perspectives. They are supervised versus unsu-
pervised, global versus local and dynamic versus static [20]. Supervised method con-
siders class information is on hand and no classification information available for 
unsupervised. Another perspective of global versus local describes global method 
discritized entire data before classification while local method discretized specific 
amount of defined data. Furthermore, static versus dynamic perspective explains 
static method discretized each attribute independently without consider interaction 
between attributes. Meanwhile, dynamic method considered attributes interdependen-
cies while discretization process.  

Proposed discretization method is resemblance with the simplest unsupervised 
methods of Equal Width Binning. However, proposed method is categorized in super-
vised method because it needs class information to perform discretization process. It 
globally process for all integrated invariants feature vector for all writers with dy-
namic characteristic of features in WI domain. The continuous values of invariant 
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features are discretized to obtain the detachment of authors’ individuality for better 
data representation. In this work, invariant features are in real value format, extracted 
using integrated ASI into UMI technique. Discretization of real value attributes is an 
essential task in data mining, predominantly the classification problem. Our results 
disclose that the performance of the classification on writers’ handwriting is much 
improved with discretized data of proposed Invariant Discretization algorithm. 

4.1   Proposed Invariant Discretization Algorithm 

Discretization is important in this work because it leads to the better accuracy in clas-
sification phase compared to undiscretize data. Proposed discretization algorithm is 
applied where class information is given for the each image to represent the writer. In 
the process of discretization, it will search the suitable set of cuts to represent the real 
data for each writer. It divides the range of minimum to maximum data of each writer 
with the equal size of interval or cuts. Lower and upper approximation is given to the 
each cut. Number of cuts is defined based on number of feature vector for the each 
word image, i.e, eight feature vector values of ASI into UMI are used to represent a 
pattern of image. This is to keep the original number of invariant vector in moment 
invariant function that has been applied. Each cuts will represented with one defined 
representation value. Feature’s values that fall within the same cut will have the same 
representation. The proposed discretization algorithm is given below : 

Algorithm of Proposed Discretization 

For each writer {
   Min = min feature;  Max = max feature; 
   No_bin = no_feature_invariant; 
   Interval = (Max – Min)/ No_bin; 

   For each bin { 
  Find lower and upper value of interval;
  RepValue = (upper –lower)/2; 

   } 

   For (1 to no_feature_invariant) { 
  For each bin {  
     If (feature in range of interval) 
   Dis_Feature = RepValue; 

      } 
   } 
}  

Process to calculate the interval and representation value for the each cut is done 
based on writer classes. This is due to the concept in WI domain where each person 
has their own style of writing or individuality in handwriting. To make sure the 
uniqueness or individuality characteristic is preserved, the interval and representation 
value is calculated based on each writer. If there are two different writers that have 
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closed or same invariant feature, there will be the same or quite similar interval or 
cuts for these two classes. Therefore, the representation value of each cut will be same 
or quite similar. Thus, this proposed algorithm is not changed the information gather 
or characteristic of writers. It just represents the real invariant data into better data 
representation. Discretization process is implemented to illustrate the features clearly 
and not to change the characteristics of features. Therefore, the proposed discretiza-
tion of each writer’s class approach is seen as acceptable and match with the indi-
viduality concept in WI. 

Example of transformation of feature invariant vector to discretize feature vector is 
ilustrated in Fig. 2 through Fig. 4 below. Fig. 2 shows the example of data before 
discretization process for various images of writers. There are eight columns of ex-
tracted invariant feature vectors and the last column is the label of author’s class. 
Eight invariant vectors of feature in one row represent one word image for the writer 
in the last column.  

2.59224   3.23024    0.332166     0.672428   0.617473  4.56811   2.55781    1.02415      1 
3.61109   3.62337    0.0471209   0.10731     3.39726    3.82502   3. 51606   0.366274    4 
2.91782   3.11856    0.0524496   0.204262   2.40792    3.42825   2.9143      0.43011      1 
3.34655   3.40755    0.284003     1.13843     1.57912    5.11418   2.26912    1.43088      1 
2.74886   2.75738    0.0650583   0.31401     2.29621    3.20228   2.44336    0.512494    2 
3.18126   3.18186    0.229476     0.475357   2.24635    4.11646   2.7065      0.752626    8 
3.54961   3.74973    0.180705     1.65463     1.33345    5.76589   2.0951      1.8395        8 
3.05499   4.58202    0.163657     0.588422   0.612222  5.49814   3.9936      0.801845    2 
3.18019   3.49778    0.0694599   0.81009     1.9136      4.44707   2.68769    0.925833    2 
3.36354   3.67488    0.115037     0.471541   2.81074    3.91654   3.20334    0.553371    2 
3.24221   3.526        0.0506261   0.928334   2.13133    4.35333   2.59767    0.937993    3 
3.39974   3.40077    0.0320461   0.249581   3.08504    3.71462   3.15119    0.453545    4 
3.50443   5.83822    0.0726602   0.182035   0.843275  6.16572   5.65619    0.422188    4 
4.19887   5.14676    0.31637       0.30295     4.18666    4.2111     5.44971    0.364019    6 
3.51602   3.57551    0.0456017   0.187287   3.36045    3.67173   3.38822    0.397325    7 
2.68472   2.68664    0.357513     0.104451   3.29337    2.07696   2.58219    0.452733    6 
3.66434   3.77518    0.176983     0.50243     2.6971      4.63167   3.27275    0.736009    8 
3.58092   4.42651    0.139926     0.501636   2.51353    4.64841   3.92488    0.565854    8 
3.55531   3.84184    0.177988     0.32283     3.94758    3.16315   4.16467    0.260595    8 

 

Fig. 2. Real data of invariant feature vector 

Data in Fig. 2 is continued to perform discretization process as shown in Fig. 3. It 
is an example to discretize data for writer 1. Discretized feature data of discretization 
process is shown in Fig. 4 for all data in Fig. 2. 

From the discretized feature data in Fig. 4, it shows that each writer has its own 
representation data which illustrates the characteristic of each writer. It represents the 
individuality concept of handwriting in WI domain where each person has its own 
style of handwriting. These discretized features data then undergo identification proc-
ess in order to analyze the performance of identification.  
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Discretization for Writer 1 : 
Min Value :   0.0524496                 Max Value :  5.11418 

LOW and UPPER value for BIN for Writer : 1 
Bin 0: Low :0.0524496   Upper :0.685166  Rep Value for Bin 0: 0.316358 
Bin 1: Low :0.685166   Upper :1.31788  Rep Value for Bin 1: 1.00152 
Bin 2: Low :1.31788   Upper :1.9506  Rep Value for Bin 2: 1.63424 
Bin 3: Low :1.9506   Upper :2.58331  Rep Value for Bin 3: 2.26696 
Bin 4: Low :2.58331   Upper :3.21603  Rep Value for Bin 4: 2.89967 
Bin 5: Low :3.21603   Upper :3.84875  Rep Value for Bin 5: 3.53239 
Bin 6: Low :3.84875   Upper :4.48146  Rep Value for Bin 6: 4.16511 
Bin 7: Low :4.48146   Upper :5.11418  Rep Value for Bin 7: 4.79782 

DISCRETIZE DATA  
2.89967 3.53239 0.316358 0.316358 0.316358 4.79782 2.26696 1.00152 1 
2.89967 2.89967 0.316358 0.316358 2.26696 3.53239 2.89967 0.316358 1 
3.53239 3.53239 0.316358 1.00152 1.63424 4.79782 2.26696 1.63424 1 

 

Fig. 3. Example of Discretization Process for Writer 1 

2.89967   3.53239   0.316358   0.316358   0.316358   4.79782   2.26696    1.00152      1 
2.89967   2.89967   0.316358   0.316358   2.26696     3.53239   2.89967    0.316358    1 
3.53239   3.53239   0.316358   1.00152     1.63424     4.79782   2.26696    1.63424      1 
3.48224   3.48224   0.383355   0.383355   3.48224     3.48224   3.48224    0.383355    4 
3.48224   3.48224   0.383355   0.383355   2.71553     3.48224   3.48224    0.383355    4 
3.48224   5.78237   0.383355   0.383355   1.18211     5.78237   5.78237    0.383355    4 
2.44203   2.44203   0.339568   0.339568   2.44203     3.12117   2.44203    0.339568    2 
3.12117   4.47944   0.339568   0.339568   0.339568   5.15857   3.8003      1.08376      2 
3.12117   3.8003     0.339568   1.08376     1.7629       4.47944   2.44203    1.08376      2 
3.12117   3.8003     0.339568   0.339568   3.12117     3.8003     3.12117    0.339568    2 
3.30453   3.30453   0.351623   0.351623   1.89804     4.00778   2.60129    0.351623    8 
3.30453   4.00778   0.351623   1.89804     1.19479     5.41427   1.89804   1.89804       8 
4.00778   4.00778   0.351623   0.351623   2.60129     4.71102   3.30453    0.351623    8 
3.30453   4.71102   0.351623   0.351623   2.60129     4.71102   4.00778    0.351623    8 
3.30453   4.00778   0.351623   0.351623   4.00778     3.30453   4.00778    0.351623    8 
3.00874   3.54657   0.268919   0.857383   1.93306     4.08441   2.4709      0.857383    3 
4.44747   5.11563   0.334079   0.334079   4.44747     4.44747   5.11563    0.334079    6 
2.443       2.443       0.334079   0.334079   3.11116     1.77484   2.443        0.334079    6 
3.4451     3.4451     0.226633   0.226633   3.4451       3.4451     3.4451      0.226633    7 

 

Fig. 4. Example of Descritized Feature Data 

5   Experiment Result and Discussion 

Experiment is conducted to proof the discretization process can improve the  
performance of identification in WI domain. The comparisons of identification 
accuracy (%) for discretized data with un-discretize data are shown in Table 3 and 
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Table 4. Two techniques have been used to extract the features from the various 
written words, which are original UMI and proposed ASI into UMI. Identification 
accuracy is compared for these two techniques. For identification task, discretized 
data and un-discretized data are run with Johnson Algorithm and 1R Algorithm, 
which are the techniques that embedded in Rosetta toolkit [21]. Meanwhile R-
Chunk is the pattern matching that applied in Modified Negative Selection Algo-
rithm (MNSA) classifier [22]. Un-discretized data is the original extracted features 
meanwhile discretized data is the extracted features that performed discretized 
process using proposed invariant discretization algorithm. IAM database [23] with 
60 writers from the various types of word images were used to run this experiment. 
Table 3 is for 3520 training data and 880 testing data (70% training data and 30% 
testing data) and Table 4 is for 2639 training data and 1760 testing data (60% train-
ing data and 40% testing data). 

Table 3. Comparison of Identification Accuracy for 3520 Training Data  and 880 Testing Data 

Technique Original 
UMI 

ASI  into  
UMI 

Data 

33.56        35.34 Un_Dis Johnson 
Algorithm 99.09 99.55 Dis 

33.67 35.34 Un_Dis 1R 
Algorithma 99.90 99.90 Dis 

45.80 46.68 Un_Dis R-Chunck 
Algorithm 95.34 99.88 Dis 

Table 4. Comparison of Identification Accuracy for 2639 Training Data and 1760 Testing Data 

Technique Original 
UMI 

ASI  into  
UMI 

Data 

29.92 31.70 Un_Dis Johnson 
Algorithm 97.95 98.75 Dis 

30.03 31.70 Un_Dis 1R 
Algorithma 99.90 99.90 Dis 

37.54 38.63 Un_Dis R-Chunck 
Algorithm 95.52 99.89 Dis 

Discretized data gives higher accuracy for both feature extraction techniques and 
all classifiers tested in the experiment. Discretization is performed to represent the 
features of data systematically. Thus, the individuality of handwriting is clearly illus-
trated in discretized data. The same characteristics are easily identified if all of differ-
ent features values for each author are having a standard represented value for the 
generalized unique features or individual features. Therefore increased the perform-
ance of identification compared to un-discretized data. The focus in this paper is to 
show that discretized data performed much better in identifying author compared to 
un-discretized data. Both tables show that discretized data give much better perform-
ance in identification and it is proven in the experiment result. 



 Invariants Discretization for Individuality Representation in Handwritten Authorship 227 

6   Conclusion 

This paper proposed an approach of invariants discretization to represent the individ-
ual features systematically. Discrete features extracted from the various words un-
dergo discretization process for granular mining of writer authorship. Similarity errors 
are reduced between these data, thus handwritten authorship can be defined easily. It 
is experimentally evaluated that discretized data give much better performance of 
identification compared to un-discretized data in WI domain. Our experiments have 
revealed better results with various identification techniques in classification process 
of Rosetta toolkit [21] and MNSA classifier[22]. 
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